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Problem in Deep Learning

Source:
https://arxiv.org/pdf/1605.07678.pdf

Source:
https://medium.com/zylapp/
review-of-deep-learning-algorithms-
for-image-classification-5fdbca4a05e2
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Moravec’s Paradox
• High-level reasoning requires very little computation, 

but low-level sensorimotor skills 
require enormous computational resources.
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Task-changing Online-learning

Learning from small data
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Learning from other tasks
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Few-shot learning (1-shot 5-way)
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Games vs. Real world

FIFA 18 FIFA World Cup 2018

GTA 5 Tesla
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• Model based
• Meta-learning with memory-augmented neural networks

• Meta-Learning with Temporal Convolutions

• Learning to reinforcement learn

• Rl2: Fast reinforcement learning via slow RL

• Metric based
• Siamese neural networks for one-shot image recognition

• Matching networks for one shot learning

• Prototypical networks for few-shot learning

• Learning to compare: Relation network for few-shot learning

• Optimization based
• Learning to learn by gradient descent 

by gradient descent

• Optimization as a model for few-shot learning

• Learning to Learn: Meta-Critic Networks for Sample Efficient Learning

• Model-Agnostic Meta-Learning for Fast Adaptation of Deep Networks

• Task-agnostic meta-learning for few-shot learning

Models in Few-shot learning
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Model-Agnostic Meta-Learning
• How to use pretrained model:

• Fine-tune (by gradient descent)
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• What is our goal:
• Easy to fine-tune for any tasks
• A meta loss function



Model-Agnostic Meta-Learning
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MAML applications (regression)
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The regressor is a neural network model 
with 2 hidden layers of size 40 with ReLU nonlinearities.



MAML applications (regression)
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The regressor is a neural network model 
with 2 hidden layers of size 40 with ReLU nonlinearities.



MAML for Image Classification
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MAML applications (miniImageNet)
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https://github.com/y2l/mini-imagenet-tools

64 training classes, 12 validation classes, and 24 test classes.
Follow the experimental protocol proposed by Vinyals et al. (2016), 
which involves fast learning of 𝑁-way classification with 𝐾 (1 or 5) shots.

Select 𝑁 unseen classes, 
provide the model with 𝐾 different instances of each of the 𝑁 classes, 
evaluate the model’s ability to classify new instances within the 𝑁 classes.

https://github.com/y2l/mini-imagenet-tools


MAML applications (Omniglot)
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https://github.com/brendenlake/omniglot

20 instances of 1623 characters 
from 50 different alphabets

https://github.com/brendenlake/omniglot


MAML for Reinforcement Learning

16



MAML applications (RL locomotion)
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https://github.com/rll/rllab
https://sites.google.com/view/maml

https://github.com/rll/rllab
https://sites.google.com/view/maml


Meta-Learning and Universality

• For a sufficiently deep learner model, MAML has the 
same theoretical representational power as recurrent 
meta-learners.
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https://arxiv.org/pdf/1710.11622.pdf

• Universal function approximation (UFA) theorem
• A neural network with one hidden layer of finite width      

can approximate any continuous function on compact 
subsets of 𝑅𝑛 up to arbitrary precision.

• Universal learning procedure approximator
• UFA with input (𝐷, 𝑥∗) and output 𝑦∗. 
• 𝐷 is training dataset, (𝑥∗, 𝑦∗) is test input and desired output.

https://arxiv.org/pdf/1710.11622.pdf


Meta-Learning and Universality
• First (Model based)

• Meta-learning with memory-augmented neural networks

• Rl2: Fast reinforcement learning via slow RL

• Learning to reinforcement learn

• A simple neural attentive meta-learner

• Second (Optimization based)
• Learning to optimize neural nets.

• Optimization as a model for few-shot learning

• Hypernetworks.

• Learning to learn by gradient descent 

by gradient descent
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Meta-Learning and Universality

• MAML
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Meta-Learning and Universality



Meta-Learning and Universality
• MAML can be further improved from additional gradient steps.
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• MAML initialization is substantially better suited for extrapolation 
beyond the distribution of tasks seen at meta-training time.



Recasting gradient-based meta-
learning as hierarchical Bayes

• MAML objective in a Maximum Likelihood setting:
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https://arxiv.org/pdf/1801.08930.pdf

• MAML as Hierarchical Bayesian Inference:

https://arxiv.org/pdf/1801.08930.pdf


Recasting gradient-based meta-
learning as hierarchical Bayes



Recasting gradient-based meta-
learning as hierarchical Bayes



Recasting gradient-based meta-
learning as hierarchical Bayes
• Laplace approximation



Recasting gradient-based meta-
learning as hierarchical Bayes



Probabilistic MAML
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https://arxiv.org/pdf/1806.02817.pdf

https://arxiv.org/pdf/1806.02817.pdf


Future topics
• Training 

• How many meta-samples (tasks) do we need for 
meta-learning?

• What if some meta-samples are wrong?

• Testing
• How many samples do we need for a new task?
• What if we know the new task beforehand?
• Can we get better robustness and less uncertainty by 

meta-learning?

• Model
• What should a good meta-loss function be like?
• How to measure, store and use the meta-knowledge?
• How to incorporate tasks on different domains?
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