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Introduction
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 Model Deployment after Training
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 Research Questions

1. How to cluster documents of similar semantical meanings together?
2. How to route the query to the designated shard?
3. Can we achieve the above two in an end-to-end fashion efficiently?
4. Can we ensure the sizes are balanced among different clusters?



 Observation

Similar queries related to 
the same topic, their 
related documents are 
also semantically similar. 



MICO: Mutual 
Information Co-training



 Mutual Information Co-training (MICO)

• Consider the query-document pair as one 
sample with two views. 


• Build two models to predict the query cluster  
 and the document cluster .


• Force the results to be consistent for each view 
by encouraging large mutual information  
between the cluster indices  and .


• Entropy regularization to ensure balanced 
cluster sizes.
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 MICO-q: MICO with Query Consistency
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Experiments



 Results of Query Coverage: E-Commerce

This table shows the performance of query coverage (recall) of MICO, MICO-q, and different baselines 
over three different query-document relationships on the ECSL data set. We show the performance by only 
probing the top-1 most relevant shard and the top-10 most relevant shards given a query. The number in 
the parenthesis right next to the coverage is the standard deviation over five runs. We observe other than 
the impression relation in which QKLD has the best performance, MICO or MICO-q beat all the baselines.



 Results of Query Coverage: Cross-Lingual IR

This table shows the performance of query coverage of MICO, MICO-q, and different baselines on two 
different query-document relationships on the CLIR data set by only probing the most relevant shard given 
a query because we only divide the documents into ten shards. The number in the parenthesis right next 
to the coverage is the standard deviation over multiple runs. sv stands for separate vocabularies for the 
queries and documents, as in cross-lingual retrieval, the source language and the target language have 
different vocabularies, and separate vocabularies perform better than unified ones empirically. MICO and 
MICO-q beat all the baselines except DL in ta.



 Cost Analysis: Two Standard Metrics
1. : Search Resource Cost 
2. : Search Latency Cost
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 Coverage v.s. Search Resource Cost 

This figure shows MICO and MICO-q are 
significantly better than all other methods as 
they have high impression coverage with low 
search cost. From bottom-left to top-right, the 
markers on each line rep- resent query 
coverage limited within the top-1, top-3, top-5, 
top-10, and top-30 clusters selectively.



 Balance Among Shard Sizes

This figure shows Random generates the 
most balanced shard sizes (as a flat line), and 
IMSAT also creates very balanced shards. 
MICO and MICO-q are on a par with IMSAT. 
In contrast, QKLD and KLD yield very 
unbalanced shards.



Takeaways



 Conclusions

• MICO models the problem by treating the query and the document as two 
different views of the same sample, maximizing the mutual information 
between the latent categorical variables of each view. 


• We design MICO ready for practical use such that it is being trained in an 
end-to-end manner for both document sharding (clustering) and subsequent 
query routing.


• We show significantly improved performance on the E-commerce and 
Cross-lingual IR data set with MICO on multiple important metrics for 
selective search empirically, suggesting its potential value selective search.


• https://github.com/aws/selective-search-with-mutual-information-cotraining 

https://github.com/aws/selective-search-with-mutual-information-cotraining


Future Directions



 Next

• Richer text representations, e.g., BERT (Hugging Face)


• Multi-modal search data where query and doc are of different modality, e.g., 

image search 


• Detection Policy for when to retrain the model in production 



 Preliminary Results with BERT



 Coverage v.s. Search Resource Cost (w/ BERT) 

Using BERT, we reduce the search cost to 5% 
with achieving 99% accuracy (on retrieving the 
products ‘shown to & clicked by’ our customer) 
compared to searching on all documents.

BERT (click)



THANK YOU!


