STAT Course Notes – Set 10

Chi-Squared Tests

Analyzing association between 2 Categorical Variables

In this section we will study the hypotheses used to test whether or not an association exists between 2 categorical variables.  

EX 1:
Researchers wanted to test the theory that women who went to work shortly after giving birth were more likely to experience postpartum depression compared to those who stayed home.

A random sample of women giving birth at a Dallas hospital were queried six months after giving birth to their first child.  The researchers recorded whether or not the woman worked outside the home and whether or not she experienced postpartum depression. 
· What is the explanatory variable?
Work Status

· What is the response variable?

Whether or not the woman has post partum depression
Descriptive Statistics:
Contingency Table
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Work Status By Mental State

	Count

Row %

Expected
	Depressed
	Not Depressed
	

	At Home
	17

25.37

23.7635
	50

74.63

43.2365
	67

	Working
	55

40.44

48.2365
	81

59.56

87.7635
	136

	
	72
	131
	203


Reading a contingency table:

· The rows are the groups – one row for each group defined by the explanatory variable.
· The columns are divided up by response variable value – one column for each response variable value.
· The first number in a cell (box) is the number of subjects in that row group taking that column’s response value.  Ex 1:   In the first cell the first number is 17.  This tells us that 17 of the 67 stay-at-home moms in the sample were depressed.

· The second number in a cell is the % of subject in the row group taking that response value.  Ex 1:   In the first cell the 2nd number is 25.37 which tells us that 25.37% of the stay-at-home moms in the sample were depressed.  This is a conditional percent.

· The 3rd number in the cell gives the number of counts we’d expected to see if H0 were true and the % of depressed moms is the same in both the working and stay-at-home groups. 
Hypotheses:
· Observational study:  In the population there is no association between 2 variables if the probability of having a particular response value is the same across all groups and this holds for all response values.

· The null hypothesis is always there is no association (the explanatory and response are independent).  
· In the population there is an association or dependence between 2 variables, if the explanatory variable has some value for predicting the response.  

· This is not to say the explanatory causes the response but only that they are associated.  For example, we can predict that the likelihood of a shark attack in Florida is greater when more ice cream cones are sold.  The reason for this being that more ice cream cones are sold on warm days and on warm days, more people swim making them shark bait.
General form of the hypotheses in observational studies
· H0:  There is no association between the explanatory and response variable

· Alternative statement of the null hypothesis:  The explanatory and response are independent.
· HA:  There is an association between the explanatory and response variable
· Alternative statement of the alternative hypothesis:  The explanatory and response are not independent.
If there are only 2 values for both the explanatory and response variable, then we can write the hypotheses in the following mathematical form:

· H0: p=p   versus     HA: p
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p proportion of successes in group 1.  This parameter equals the conditional proportion of successes in group 1 
p proportion of successes in group 2.  This parameter equals the conditional proportion of successes in group 2 

Ex: 1 continued:  What are the hypotheses both written out and in mathematical form?
Hypotheses when the data comes from a good Comparative Randomized Experiment:

In the case of the good randomized experiment, we can make stronger conclusions when we reject the null hypothesis.  

One standard conclusion is to say the chance of a particular experimental outcome occurring depends, in part, on the treatment received.
Other good hypotheses statements

· H0:  There is no difference in response to the different treatments.

Note: a control is considered a treatment.
· HA:  Different treatments cause a difference in response.
· Alternative statement:  The different treatments affect the response differently
We use a statistical test called a chi-squared test to determine if there is statistical evidence of association (or cause and effect) between 2 categorical variables
Output from the Chi-squared test:
Output from example 1:
	Test
	ChiSquare
	Prob>ChiSq

	Likelihood Ratio
	4.588
	0.0322*

	Pearson
	4.453
	0.0348*


What is the p-value?

What can we conclude based on this output if  = .05?
Below is a discussion of the chi-squared test in the context of this example.

Recall that test statistics in some manner measure the distance between the null hypothesis and the data.

We call the data that has been collected the observed counts.  The observed counts are the number of counts from the data in each cell. 

The expected counts for a cell are the # of counts that would have been observed if the conditional proportions were the same for each group – that is, the percents in a column would be identical.  This is what we would expect if the null hypothesis were true and there was no sampling variability. 

We will form a test statistic from these observed and expected counts to test if the proportion of stay-at-home moms who suffer from postpartum depression is different from the proportion of working moms who suffer from postpartum depression after birth of the first child.  

The test statistic has chi-squared distribution IF the null hypothesis is true.  A chi-squared distribution is written .    
The test statistic is:  TS =  = 
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         We sum over every cell in the table.

	Count

Row %

Expected
	Depressed
	Not Depressed
	

	At Home
	17

25.37

23.7635
	50

74.63

43.2365
	67

	Working
	55

40.44

48.2365
	81

59.56

87.7635
	136

	
	72
	131
	203


ni = actual # subjects in cell i.  For i= 1 ni = 17

Ei = # of subjects we’d expect would be in cell i if H0 were true.  So for cell 1 this value is 23.76.  We interpret this to mean that if working and stay at home mom’s have exactly the same chance of experiencing post-partum depression and in a group of 203 new moms in which 67 stayed at home, then we’d expect 23.76 of the stay at home moms to be depressed.

The larger the value of (ni – Ei)2 the stronger the evidence is that H0 is not true.
For our data set the TS is calculated as 

TS =  
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 = 4.4527
· If there is no association between postpartum depression and work status, how many of the 136 working moms in our study would you expect to have been depressed?
· How many working moms in our study were actually found to be depressed?
The larger the value of the test statistic is, then the greater the difference between the data counts and the expected number of counts.

· Do larger test statistics result in larger or smaller p-values?


Conditions that must be satisfied in order to run a chi-squared test
1. Independent samples - All observations independent of one another – if SRS or randomly assigned treatment then ok.


2.  Large sample sizes - Expected number of observations in each cell ( 5

Note: if neither variable can be considered to be explanatory, choose one as the explanatory

· Are the conditions met to use the chi-squared test to analyze the data from example 6? 
EX 2:
The Physician’s Health Study is a very famous study which looked at the effects of aspirin on heart attack rates.  In that study, the male subjects (all doctors) were randomly assigned to either take an aspirin or a placebo over a 5 year period.  At the end of the study, the proportion of men who had heart attacks in each group was reported.  Many spin-off studies have resulted from that one.   In one study, men were randomly assigned to one of 3 groups – aspirin, ibuprofen or placebo, which they took for a period of 5 years.  The number of heart attacks in each group was recorded at the end of the study.  The proportion of men in each group who had a heart attack was then compared.  The data is below.  The theory they are testing is does the type of drug a man takes effect his chances of having a heart attack?
Contingency Table

Drug By Health Status

	Count

Row %

Expected
	Heart Attack
	None
	

	Aspirin
	104

0.94

151.664
	10933

99.06

10885.3
	11037

	Ibuprofen
	81

1.57

70.7133
	5065

98.43

5075.29
	5146

	Placebo
	189

1.71

151.623
	10845

98.29

10882.4
	11034

	
	374
	26843
	27217


	Test
	ChiSquare
	Prob>ChiSq

	Likelihood Ratio
	27.179
	<.0001*

	Pearson
	26.048
	<.0001*


What are the variables and variable types?

· Explanatory variable:  Type of drug with values:  aspirin, ibuprofen and placebo

· Response variable:  Whether or not a man experienced a heart attack during the time of the study.

What hypotheses can we test with this data set?

Are the conditions met to use the chi-squared test to analyze this data set?

What is the p-value and what is your decision?

What do you conclude based on the chi-square test?

The result above is statistically significant but is it practically significant?
In the example on the previous page, the proportions in the Heart Attack column are all very small.  In cases like this, a useful way to compare the how much the group’s conditional proportions differ from each other is a measure called relative risk.
Relative risk 


[image: image7.wmf]2

1

ˆ

ˆ

p

p



[image: image8.wmf]1

ˆ

p

 = sample proportion of successes in group 1


[image: image9.wmf]2

ˆ

p

= sample proportion of successes in group 2

Properties of Relative Risk

1. Relative risk can equal any number 
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2. When the conditional proportions being compared are equal, the relative risk equals 1.

3. A relative risk greater than 1 indicates that the proportion of “successes” is larger in the first group than in the 2nd group.

4. A relative risk less than 1 indicates that the proportion of “successes” is larger is the second group.

5. Values farther from one (either less than or greater to 1) represent stronger associations.  

Continuing EX 2:  Below, the table gives just the counts
	 
	Heart
	 
	 

	 
	Attack
	None
	Totals

	Aspirin
	104
	10933
	11037

	Ibuprofen
	81
	5065
	5146

	Placebo
	189
	10845
	11034

	Totals
	374
	26843
	27217


What is the relative risk of having a heart attack among men who take aspirin compared to men who take a placebo?

We interpret this as:  Men in the study who took aspirin were about _____ as likely to have a heart attack as those men who took a placebo.

What is the relative risk of having a heart attack among men who take Ibuprofen compared to men who take a placebo?
Confidence intervals for the difference of 2 proportions:
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