STAT Course Notes – set 9

Inferential statistics for comparing the means of 2 or more groups
In beginning of this set of notes we will compare 2 groups when we have:
· Categorical Explanatory variable that divides the population into 2 groups.

· Response variable that is numerical

There are two ways to design a study to compare the means of 2 groups:  

· Independent samples – Observational study in which subjects are randomly selected and measured or an experiment with a completely randomized design

· Matched Pairs Design – Observational study or experiment in which subjects are somehow paired  (i.e. matched pair design, before and after studies in which each subject is measured twice – once before treatment and once after treatment).

PSLS: Example 18.4:  – Brain size and autism

Is autism marked by different brain growth patterns in early life, even before the diagnosis is made? Studies have linked brain size in infants and toddlers to a number of future ailments, including autism. One study looked at the brain sizes of 30 randomly selected autistic boys and 12 randomly selected non-autistic boys (controls) who all had received an MRI scan as toddlers. Here are their whole-brain volumes in milliliters

[image: image1]
What type of study design was used?  Is this an observational or experimental design?
Explanatory:

Response:

Groups being compared:

PSLS Example 17.4:   Floral scents and learning
Investigators were interested in testing their theory that pleasant odors improve students’ performance.  

Twenty-one subjects worked a paper-and-pencil maze while wearing a mask. The mask either was unscented or carried a floral scent. The response variable is their average time on three trials. Each subject worked the maze with both masks, in a random order. The randomization is important because subjects tend to improve their times as they work a maze repeatedly. Table 17.1 gives the subjects’ average times with both masks. Is there evidence that subjects worked the maze faster wearing the scented mask?
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· What type of study design was used?
· In the above example, for each subject (or pair) there is only 1 data value of interest.
What value is this?

Based on these values, what hypotheses make sense?

· Key point:  If subjects are measured twice, once under each treatment condition, then the study design must be matched pairs.  
· How we write the hypotheses and analyze the data when comparing 2 treatments or 2 groups depends on how the study was designed.
Matched Paired Data
ALL Possible hypotheses:

· Paired Parameter:   (d  = average of pairs treatment 1 response – treatment 2 response  
Note that we really have only 1 number per pair so there is only 1 mean.  We indicate it came from a pair by the d subscript. 
· Group parameters:   
(1  = average response to treatment 1 for everyone in the population receiving treatment 1 
(2  = average response to treatment 2 for everyone in the population receiving treatment 2 


Think of (d  as (d  = (1  - (2
· Null Hypothesis
H0 : (d  =  0
This states there is no difference between the groups
· Two sided alternative

· HA : (d ≠ 0
Theory:  The average response to the 2 treatments differs.  This means the 
  theory the researchers want to test is: (1 (  (2



· One sided alternatives
· HA : (d  > 0     Theory:  The average response resulting from treatment 1 is greater than




  the average response resulting from treatment 2 




  
 This means the theory the researchers want to test is: (1  (2



· HA : (d  <  0
Theory:  The average response resulting from treatment 1 is less than




   the average response resulting from treatment 2 




   This means the theory the researchers want to test is:  (1  (2
Assumptions that must be met to use a Paired T Test to analyze the data set

· Each of the n pairs is independent.  (Obviously data within a pair is not independent.)

· Independence is met if the data comes from matched pair experimental design or case controlled observational study.
· The sampling distribution of the sample mean differences is approximately Normal.  To check for this, look at the data.

· If there are n < 30 pairs, make sure the distribution of the differences is not strongly skewed and there are no extreme outliers.

· If there are n 
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 30 pairs, make sure there are no extreme outliers in the differences.

Example 1: High cholesterol levels are a problem in the US for people of all ages.  Dieticians are continually looking for foods that will lower LDL cholesterol levels.  In one study, LDL cholesterol levels after a diet of oat bran were compared to LDL cholesterol levels after a diet of corn flakes.  Fourteen individuals randomly assigned to one diet (oat bran or corn flakes).  After 2 weeks, their LDL cholesterol levels were recorded.  Then they were then switched to the other diet for 2 weeks.  After this, their LDL cholesterol levels were recorded again.  The theory being tested is as follows: the average LDL level of people who eat corn flakes is higher than the average LDL level of people who eat oat bran.   Set  = .01.
	Subject
	Corn Flakes
	Oat

Bran
	Difference

LDLCF – LDLOB

	1
	4.61
	3.84
	0.77

	2
	6.42
	5.57
	0.85

	3
	5.40
	5.4
	0.00

	4
	4.54
	4.25
	0.29

	5
	3.98
	3.68
	0.30

	6
	3.82
	2.96
	0.86

	7
	5.01
	4.41
	0.60

	8
	4.34
	3.72
	0.62

	9
	3.80
	3.49
	0.31

	10
	4.56
	3.84
	0.72

	11
	5.35
	5.26
	0.09

	12
	3.89
	3.73
	0.16

	13
	2.25
	1.84
	0.41

	14
	4.24
	4.14
	0.10


Why must we analyze this data set using a Paired T test?
Explanatory variable:  





Response variable:  

Writing down the hypotheses:   The easiest way to find the hypotheses is to write down (d  = (1  (2.
Base this on how you are told differences are being calculated.  You will be told how to define (d on the homework and in exams. 
· Definition of mean difference: (d  = (CF  (OB = average difference in LDL level calculated as corn flakes LDL – oat bran LDL.
· Testing: the average LDL level of people who eat corn flakes is higher than the average LDL level of people who eat oat bran









(d  =   (CF    (OB
What are the hypotheses?
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The Descriptive Statistics for a Paired T Test
Distributions  Corn - Oat
	Mean
	0.43

	Std Dev
	0.20

	Std Err Mean
	0.079

	Upper 95% Mean
	0.607

	Lower 95% Mean
	0.262

	N
	14


Matched Pairs

Difference: Corn - Oat
	
	 
	 
	 
	 

	Oat
	4.01
	
	t-Ratio
	5.44133

	Corn
	4.44
	
	DF
	13

	Mean Difference
	0.43
	
	Prob > |t|
	0.0001

	Std Error
	0.079
	
	Prob > t
	<.0001

	Upper 95%
	0.607
	
	Prob < t
	0.9999

	Lower 95%
	0.262
	
	
	

	N
	14
	
	
	

	
	
	
	
	


Are the assumptions met to analyze this data using the paired t test?

· Yes, this was a matched pair experiment so the independence condition is met.

· The number of pairs is14 but the data looks approximately normal and there are not extreme outliers, so the normal distribution condition of the sample mean of differences condition is met.
p-value:
<0.0001

Decision:  Since  = .01 and the p-value < 0.0001 
[image: image3.wmf]Þ

 reject Ho
Conclusion:
There is very strong statistical evidence (p-value < .0001) that eating oat bran causes a drop in the average LDL level compared to the average LDL level of people who eat corn flakes.
Confidence intervals for Paired Data 
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Corn-Flakes vs Oat Bran Example:  
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A 95% confidence interval for the average difference in cholesterol level is: n = 14
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Example 2: A study was conducted to determine whether automobile repair charges are higher for female customers than for male customers.  20 auto repair shops were randomly selected from the telephone book.  For each repair shop, two cars of the same age, brand, and engine problem were used in the study.  The two cars were randomly assigned to a man and woman helping the researchers with the study.  Each set of cars were taken to the same shop for an estimate of repair cost.  The repair costs (in dollars) are given below.  The theory being tested is: the average estimated cost for automobile repairs is lower for men than for women.  Use  = .05.

· What are the subjects?

· Explanatory variable:



· Response:




· Why should this a paired scenario?

· What are the hypotheses?

· Set Diff = male repair cost – FEmale repair cost:     (d  =   (M   -  (F
· [image: image30.emf]-1.64

-1.28

-0.67

0.0

0.67

1.28

1.64

0.5

0.8

0.9

0.2

0.1

0.05

0.95

N

o

r

m

a

l

 

Q

u

a

n

t

i

l

e

 

P

l

o

t

-200 0 100200300400500600

Are the conditions met?
Independence:  

Distribution:

Matched Pairs

Difference: male-female
	 
	 
	 
	 
	 

	male
	724.7
	
	t-Ratio
	-4.50883

	female
	918.1
	
	DF
	19

	Mean Difference
	-193.4
	
	Prob > |t|
	0.0002*

	Std Error
	42.8936
	
	Prob > t
	0.9999

	Upper 95%
	-103.62
	
	Prob < t
	0.0001*

	Lower 95%
	-283.18
	
	
	

	N
	20
	
	
	

	Correlation
	0.31484
	
	
	


· p-value:
· Decision

·   Conclusion:  The data ___________________   statistical evidence that the average estimated costs for automobile repairs are lower for men than for women.  
The Independent-Samples t Test
The Independent Samples t Test is the appropriate test to use when analyzing a situation when every subject has only one response measurement and subjects are not matched with other subjects.  

The only hypothesis tests for Independent-Samples Test are as follows:

Parameters:

· (1 = population mean of treatment group 1

· (2 = population mean of treatment group 2

Null hypothesis:
H0:  (1  (2 = 0  

2-sided alternative

· HA: (1 - (2 ≠ 0 
Claim:
The average response of group 1 differs from the average response 
 of group 2.
1-sided alternatives

· HA: (1 - (2 > 0 

Claim:
The average response of group 1 is larger than group 2’s average 
response.
· HA: (1 - (2 < 0

Claim:
The average response of group 1 is smaller than group 2’s average 
response.
· .  

Assumptions

· The data response values are independent, and the two groups are independently sampled or assigned.

· If subjects were randomly selected or a completely randomized experiment was done, then the data will be independent.
· The sampling distribution of the sample mean of each group is approximately Normal.  To check for this, look at each group’s data separately.

· If sample size n < 30 for a group, we require that the data for that group is not strongly skewed and there are no extreme outliers.

· If sample size n 
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30 for a group, we require that there are no extreme outliers and the distribution of the 2 groups “looks” similar.  So, if group 1 data set is strongly right skewed, we require that the group 2 data set also be right skewed.

Example 3  A study was done in 2002 to determine whether being complimented would cheer people up.  A random sample of 60 of TAMU students was selected.  Each student was phoned and asked “How has your day been, on a scale of 1 to 10?” (1 being “miserable” and 10 being “wonderful”)
However, before the calls were made, each phone number was randomly assigned to one of two groups.  If a phone number was in group 1, the caller prefaced the question with the statement: “Hi, as part of a class project, I was wondering if I could ask you two quick questions as part of a survey?”  
If a phone number was in group 2, the caller prefaced the question with the statement: “Hi, as part of a class project, I was wondering if I could ask you two quick questions as part of a survey?” but the caller also asked for the respondent’s first name.  After being told the name, the caller will complement the respondent for having a nice name by saying “That’s a cool name”.  

Theory being tested: the mean day rating of complimented TAMU students is higher than the mean day rating of students who do not receive a compliment.  Set  = .05.

· Explanatory variable:
Whether or not name is complimented

· Response variable:  
Rating of day 

Hypotheses being tested:
 

· nc = mean day rating of students not receiving a compliment.

· c = mean day rating of students receiving a compliment.

Are the conditions met?
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COMPLIMENTED

NOT COMPLIMENTED






	Complimented
	 

	Mean
	6.633

	Std Dev
	1.828

	Std Err Mean
	0.333

	Upper 95% Mean
	7.316

	Lower 95% Mean
	5.950

	N
	30


	Not Complimented
	 

	Mean
	5.266

	Std Dev
	2.016

	Std Err Mean
	0.368

	Upper 95% Mean
	6.019

	Lower 95% Mean
	4.514

	N
	30
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ALWAYS USE THE OUTPUT ASSUMING UNEQUAL VARIANCES
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Decision made:   = .05 and p-value = 0.0040 
[image: image11.wmf]Þ

 reject the null hypothesis

Conclusion
The data (does, does not) provide statistical evidence that the true mean of __(group 1)__ is (greater than/less than/different from) the true mean of __(group 2)__.

· Conclusion:  The data provides strong statistical evidence (p-value = .0040) that the average day rating of complimented students is greater than the average day rating of students who weren’t complimented.

· Could we write a stronger conclusion than this?
Confidence intervals for 2 means
A confidence interval for  is
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= group 1 sample mean of and s1 = sample standard deviation of treatment 1 group’s data
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= group 2 sample mean of and s2 = sample standard deviation of treatment 2 group’s data

For the degrees of freedom for t* choose the smaller of n1 − 1 and n2 − 1.   
· A 99% confidence interval for complimentedNotComplimented is 
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Test statistic for the matched pairs t test
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Test statistic for the independent samples t test

TS =
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Why the matched pair design can be better
In the paired scenario, the SD of the data points is based only on how much the differences in the response to the 2 treatments varies from pair to pair.  The SD of differences depends only on how much the Difference values vary from subject to subject.  In the corn flakes/oat bran example we have

· SD of paired differences in LDL = 0.3
In the Independent samples design, the SD of the data points measures not only how much the difference in response to the treatments varies from subject to subject, but also how much the response value varies from subject to subject due to differences in subjects.  

Example:  Back to the Oat Bran vs Corn Flakes and LDL cholesterol.   I can analyze this data set by wronging pretending each LDL measurement came from a different individual (just a matter of coding).  When I do this, I can analyze the data set using an INDEPENDENT SAMPLES T TEST.
TS for the independent samples t test:     
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· P-value based on a TS = 1.1171 is 0.1246
· Compare this to the TS for the paired samples t test:     
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Statistical versus Practice significance

The difference between 2 treatments is statistically significant if we reject the null hypotheses of no effect.
(For matched pairs the null hypothesis of no effect would be H0:  (d = 0  and for the independent samples design the null hypotheses of no effect would be  H0:  (1  (2 = 0.)

The difference between 2 treatments is practically significant if the effect size (how much the two treatments responses differ) actually makes a useful difference.

Note: when we don’t know the parameter values for the treatment groups, then the effect size refers to the difference in the statistics of the two groups.
Example 4:  (Taken from Utts, 2002)  The New York Times ran an article with the title “Sad, Lonely World Discovered in Cyberspace” (Harmon, 1998).  The gist of the article was:

“People who spend even a few hours a week online have statistically significantly higher levels of loneliness than if they were online less frequently”.

On a scale from 1 to 5 (with 1 being least lonely and 5 the most lonely), self-reported loneliness decreased from an average of 1.99 to 1.89 after decreasing their time online.  
· Does the article say there is statistical evidence that people who spend time online would feel less lonely if they reduced the time they spent online?

· What is the effect size reported in the study?

· Is this effect size practically significant?
Remark:    A result will be statistically significant if the p-value for the testing for an effect is less than the significance level .  

But, in general it is difficult to gauge how large the effect size must be before it becomes practically significant.
Comparing means of 3 or more groups

One way analysis of variance (ANOVA)

Summary of tests so far:

Independent samples t test: 

Explanatory variable:
categorical taking only 2 values










Response variable:
numerical

· All responses are independent

Paired samples t test:


Explanatory variable:

categorical taking only 2 values










Response variable:

numerical










Responses come in pairs because

· Each subject’s response measured twice or
· Subjects are “paired” or “matched”  

Test we study in this section of notes:

ANOVA:





Explanatory variable:

categorical taking 3 or more values










Response variable:

numerical

EX.5:  The theory we want to test is one studied by 7 years ago by a researcher visiting the department.  The theory is:  “For STAT 302 students, there is an association between smoking and GPR.”  To test this theory, the researcher used data from an anonymous survey taken of STAT 302 students in Fall 02.  Assume that this data set is equivalent to a random sample.  Each student in the survey was asked which category they fell into: never smoked, former smoker, currently smokes.  Each student was also asked their GPR.  

· What are the variables?

Explanatory:
Smoking status - categorical

Response:
GPR - numerical

· How many groups are we comparing?

Why we can’t use Independent Samples t test 3 times to test the following alternative hypotheses?

· HA: μEx-Smoker ≠ μNever Smoked 
· HA: μSmoker ≠ μNever Smoked 
· HA: μEx-Smoker ≠ μSmoker
ANSWER:  Because if H0 is true for each of the 3 different hypotheses given above (that is if there is no association between smoking and GPR) then we’d have 3 chances to make a type I error.
ANOVA:   Test used when the response is numerical and the explanatory variable is categorical taking 3 or more values or is numerical taking 3-6 values.  The explanatory variable divides the population into groups.
The only possible hypotheses that the ANOVA statistical test can test are:

· H0:  (1  = (2 = … = (k  


· HA:  At least 2 means differ  
Alternative HA  statements based on study design:  
Observational study:  There is an association between the explanatory and response variable.

Good Randomized Comparative Experiment:  The treatments cause the responses to differ.

There are a few differences between the independent samples t test and ANOVAs:

· For ANOVAs, there is only 1 form of the hypothesis and it is listed above.

· For ANOVAs, we require that the largest sample SD be no more than double the smallest sample SD.  

What are the hypotheses for problem 1?

Theory:  For STAT 302 students, there is an association between smoking and GPR.  


H0: μEx-Smoker = μNever Smoked = μSmoker   OR  H0:  there is no association between smoking and GPR


HA: For STAT 302 students, there is an association between smoking and GPR










OR


HA: For STAT 302 students, the average GPRs of ex-smokers, smokers and students who have never smoked are not all identical.

Descriptive Statistics

We need appropriate statistics for each group’s data plus a histogram, QQ normal plot and box plot of each group’s data.
	One Variable Summary
	Ex-smoker
	Never
	Smoker

	Mean
	2.64
	3.27
	2.99

	Std. Dev.
	0.62
	0.44
	0.50

	Median
	2.50
	3.30
	3.00

	Minimum
	1.00
	2.00
	2.00

	Maximum
	3.80
	4.00
	4.00

	Count
	29
	145
	49

	1st Quartile
	2.30
	2.97
	2.65

	3rd Quartile
	3.25
	3.66
	3.30


One way Analysis of GPR By smoking habit
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Above  right is the normal quantile plot of residuals.  This is used to determine if the normality condition is satisfied.  The box plot to the right is the one we check for outliers.
What to check before using an ANOVA to test the hypotheses
1. We need to have independent samples:

· This means all n1 + n2 +…+ nk response values must be independent.  

· This is assured if all subjects are randomly selected and there is only 1 response value for each subject in the study.

2. We have a normal distribution requirement for the residuals (difference between the data values and the group mean.)

· Because ANOVA’s are robust to non-normality when the sample size is large, we don’t worry about the normality condition if for all groups, the sample size is ≥ 30.  But, if any group’s sample size is under 30, then we need to look at the residual plot above.
[image: image24.wmf]

 EMBED Equation.3  [image: image25.wmf] 

· Regardless of sample size, we need to make sure there are no extreme outliers (check box plot of residuals).    

3.  We require that all groups have close to the same standard deviation. 

· The largest sample SD can be no greater than twice the size of the smallest sample SD.  

If any of these conditions are not met, then it is not appropriate to use an ANOVA statistical test to analyze the data and we must use a non-parametric test (which we do not cover in this course.)

     Are the conditions met by the data set from example 1 to use an ANOVA test of hypothesis?
	One Variable Summary
	Ex-smoker
	Never
	Smoker

	Mean
	2.64
	3.27
	2.99

	Std. Dev.
	0.62
	0.44
	0.50


ANOVA table

Analysis of Variance

	Source
	DF
	Sum of Squares
	Mean Square
	F Ratio
	Prob > F

	smoke
	2
	12.31
	6.156
	26.566
	<.0001

	Error
	231
	53.53
	0.232
	
	

	C. Total
	233
	65.84
	
	
	


Recall EX.5:  The theory is:  “For STAT 302 students, there is an association between smoking and GPR.” 

What is the p-value?

If α= 0.05, what decision should we make?

What is the appropriate conclusion?
The data  _________________ statistical evidence that for STAT 302 students, there is association between smoking and GPR.

EX6:
In a study on sleep deprivation, 32 subjects were randomly divided into four groups of size 8.  
Each group endured a different amount of sleep deprivation:  
8 subjects were studied after being awake for 16 hours, 
8 subjects were studied after being awake for after 20 hours, 
8 subjects were studied after being awake for after 24 hours, 
8 subjects were studied after being awake for after 28 hours.  

After being awake for the proscribed amount of time, subjects were given a series of tasks to perform.  Each test required a high amount of manual dexterity.  A score from 0 (poor performance) to 10 (excellent performance) was obtained for each subject.

· Is this an experiment or observational study?

· What is the explanatory variable?

· What type of variable is it and what values does it take?

· Why is the ANOVA the only test we’ve learned about so far that can we used to analyze this data set for differences in score resulting from the different levels of sleep deprivation?

· What hypotheses about this data set can we test with an ANOVA?
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Statistics and plots from this data set:

	# hours awake
	# of subjects
	Mean
	Std Dev

	16
	8
	7.45
	0.89

	20
	8
	6.87
	0.87

	24
	8
	6.05
	0.92

	28
	8
	3.54
	0.85


Are the conditions met to use an ANOVA to determine if there is statistical evidence at least 2 different sleep deprivation group’s average scores differ?

· Independence met because subjects were randomly assigned to a treatment

· Distribution conditions met because

· The QQ plot of residuals shows the residuals have normal distribution and there are no outliers.

· The equal variance condition is met because the 2(smallest SD) = 1.70 > largest SD = .92
Analysis of Variance

	Source
	DF
	Sum of Squares
	Mean Square
	F Ratio
	Prob > F

	Hours Awake before test
	3
	71.3
	23.8
	30.5
	<.0001

	Error
	28
	21.8
	0.8
	
	

	C. Total
	31
	93.2
	
	
	


· What decision should you reach if α = 0.05?
· Conclusion:  The data ______________________statistical evidence that sleep deprivation causes the average test scores to be not identical for the 4 levels of sleep deprivation.  There is statistical evidence the average test score of people awake for 16 hours is great than the average score of people awake for 28 hours.
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We can’t tell from our analysis whether or not there is statistical evidence that the average test score of people awake for 16 hours have better scores than people awake for 20 hours, but since 
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is the largest sample mean and 
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is the smallest sample mean, we can infer that we have statistical evidence that 
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.  There are further statistical tests we can do to decide which pair of means differs, but we don’t have time to do that this semester.

Oneway Analysis of Day rating By Complimented





t Test


yes-no











Assuming unequal variances
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�
Difference�
1.36667�
t Ratio�
2.750245�
�
Std Err Dif�
0.49693�
DF�
57.45622�
�
Upper CL Dif�
2.36157�
Prob > |t|�
0.0079�
�
Lower CL Dif�
0.37176�
Prob > t�
0.0040�
�
Confidence�
0.95�
Prob < t�
0.9960�
�
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