STAT Course Notes set 7 – part 2

Connection between confidence intervals and tests of hypothesis                 for 2-sided hypotheses

The hypotheses: H0: = o versus HA: 
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o are called 2-sided hypotheses because if the true value of is on either side of 0 then the alternative hypothesis is true.

Basic Idea for 95% confidence intervals: 

If o is in a 95% confidence interval for , then we have statistical evidence that o is a plausible value for  and we can’t reject H0: = o.  Conversely, if we fail to reject H0, then we have no statistical evidence that 
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o so o is a plausible value for  and should be a value in the confidence interval.
If, however, we reject H0: = o then we have statistical evidence that 
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o and o is not a plausible value for  and so o should not be in the confidence interval.
Rules connecting 2-sided hypotheses and confidence intervals:

	 
	is a # in CI

associated with 
	 not a # in CI

associated with 

	p-value ≤  and we’ll reject Ho
	
	Matching column & row

	p-value >and we’ll fail to reject Ho
	Matching column & row
	


Note:  
A 90% confidence level is associated with =

A 95% confidence level is associated with =


A 99% confidence level is associated with =
Example 10:  Does the use of fancy type fonts change reading speed on a computer screen?  Adults can read four paragraphs of text in an average time of 22 seconds in the common Times New Roman font.  
Researchers randomly select 25 adults and measured the time it took them to read the text in the ornate font named Gigi.  From the data we calculated a 90% confidence interval for :  (25.2, 29.0)

Set H0:  µ = 22 versus HA:  µ ≠ 22, where μ = average reading speed of 4 paragraphs written in Gigi font.
· If =will we reject or fail to reject the null hypothesis for the above hypotheses? 

Suppose now we do a test of these hypotheses and get a p-value of .015.  Which confidence intervals will contain the number 22?  Circle all that will contain 22.
90%  



95%



99%
What to do when unknown

Confidence intervals for the parameter when  unknown ( test p 435)
· Assuming that the sampling distribution of 
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is normally distributed, then margin of error for a 95% confidence interval has the form 1.96×
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 (because for 95% of all samples, their 
[image: image6.wmf]X

value is within 1.96×
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 of  = true value of the population mean).

· Problem:  When we don’t know the value of we usually also don’t know the value of σ .
· Solution:   Estimate 
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· When the sample size n is a small number, using 1.96 can result in a confidence level substantially less than 95%.  

· By this I mean, that if we were to take 100 SRS’s and calculate 100 CI’s using the formula 
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, then substantially fewer than 95 of the CI’s calculated would capture the true value of the population mean.

· This happens because about ½ of the time, s is smaller than so the interval is too narrow.

If the interval is too narrow, then the actual confidence level is less than the level we believe we are using.  For example, we are trying to calculate a 95% confidence interval but our actual confidence level may only be 93%.
· To compensate, we will use 
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critical value instead of using a z* in the formula for the confidence interval.  The t* critical value comes from the t distribution
CI formula when  unknown:         
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There is a different t distribution for each value of n = sample size 
· We use the t distribution when σ is unknown and s is substituted for σ.

· Shape of t distribution:  centered at zero and bell-shaped, but with heavier tails than a normal
· As n increases, the t-distribution approaches the standard normal distribution.

· The way we distinguish between various t-distributions is by finding the degrees of freedom (df) that correspond to the sample size.
· When only one sample, the degrees of freedom are the sample size minus one:  df = n – 1. 
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Distribution of t when df =5                                                           Distribution of t when df = 60
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Formula used to calculate a 95% confidence interval for :
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· We look up 
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 in a t-Table. 
· First, find the df = n-1 where n = sample size.  

· Look in the df row and confidence level column to find value of t.
T Table___________________________________________________________

Confidence Level

                                       80%       90%     95%                        98%           99%                        99.8%        99.9%
Right-Tail Probability


0.25
0.20
 0.15
0.10
0.05
0.025
0.02
0.01
0.005
0.0025
 0.001
0.0005

df

1
1.000
1.376
1.963
3.078
6.314
12.706
15.895
31.821
63.657
127.321
318.309
636.619

2
0.817
1.061
1.386
1.886
2.920
4.303
4.849
6.965
9.925
14.089
22.327
31.599

3
0.765
0.979
1.250
1.638
2.353
3.182
3.482
4.541
5.841
7.453
10.215
12.924

4
0.741
0.941
1.190
1.533
2.132
2.776
2.999
3.747
4.604
5.598
7.173
8.610

5
0.727
0.920
1.156
1.476
2.015
2.571
2.757
3.365
4.032
4.773
5.893
6.869

6
0.718
0.906
1.134
1.440
1.943
2.447
2.612
3.143
3.707
4.317
5.208
5.959

7
0.711
0.896
1.119
1.415
1.895
2.365
2.517
2.998
3.499
4.029
4.785
5.408

8
0.706
0.889
1.108
1.397
1.860
2.306
2.449
2.896
3.355
3.833
4.501
5.041

9
0.703
0.883
1.100
1.383
1.833
2.262
2.398
2.821
3.250
3.690
4.297
4.781

10
0.700
0.879
1.093
1.372
1.812
2.228
2.359
2.764
3.169
3.581
4.144
4.587

11
0.697
0.876
1.088
1.363
1.796
2.201
2.328
2.718
3.106
3.497
4.025
4.437

12
0.696
0.873
1.083
1.356
1.782
2.179
2.303
2.681
3.055
3.428
3.930
4.318

13
0.694
0.870
1.079
1.350
1.771
2.160
2.282
2.650
3.012
3.372
3.852
4.221

14
0.692
0.868
1.076
1.345
1.761
2.145
2.264
2.624
2.977
3.326
3.787
4.140

15
0.691
0.866
1.074
1.341
1.753
2.131
2.249
2.602
2.947
3.286
3.733
4.073

16
0.690
0.865
1.071
1.337
1.746
2.120
2.235
2.583
2.921
3.252
3.686
4.015

17
0.689
0.863
1.069
1.333
1.740
2.110
2.224
2.567
2.898
3.222
3.646
3.965

18
0.688
0.862
1.067
1.330
1.734
2.101
2.214
2.552
2.878
3.197
3.610
3.922

19
0.688
0.861
1.066
1.328
1.729
2.093
2.205
2.539
2.861
3.174
3.579
3.883

20
0.687
0.860
1.064
1.325
1.725
2.086
2.197
2.528
2.845
3.153
3.552
3.850

21
0.686
0.859
1.063
1.323
1.721
2.080
2.189
2.518
2.831
3.135
3.527
3.819

22
0.686
0.858
1.061
1.321
1.717
2.074
2.183
2.508
2.819
3.119
3.505
3.792

23
0.685
0.858
1.060
1.319
1.714
2.069
2.177
2.500
2.807
3.104
3.485
3.768

24
0.685
0.857
1.059
1.318
1.711
2.064
2.172
2.492
2.797
3.091
3.467
3.745

25
0.684
0.856
1.058
1.316
1.708
2.060
2.167
2.485
2.787
3.078
3.450
3.725

26
0.684
0.856
1.058
1.315
1.706
2.056
2.162
2.479
2.779
3.067
3.435
3.707

27
0.684
0.855
1.057
1.314
1.703
2.052
2.158
2.473
2.771
3.057
3.421
3.690

28
0.683
0.855
1.056
1.313
1.701
2.048
2.154
2.467
2.763
3.047
3.408
3.674

29
0.683
0.854
1.055
1.311
1.699
2.045
2.150
2.462
2.756
3.038
3.396
3.659

30
0.683
0.854
1.055
1.310
1.697
2.042
2.147
2.457
2.750
3.030
3.385
3.646

40
0.681
0.851
1.050
1.303
1.684
2.021
2.123
2.423
2.704
2.971
3.307
3.551

50
0.679
0.849
1.047
1.299
1.676
2.009
2.109
2.403
2.678
2.937
3.261
3.496

60
0.679
0.848
1.045
1.296
1.671
2.000
2.099
2.390
2.660
2.915
3.232
3.460

80
0.678
0.846
1.043
1.292
1.664
1.990
2.088
2.374
2.639
2.887
3.195
3.416

 100  0.677
0.845
1.042
1.290
1.660
1.984
2.081
2.364
2.626
2.871
3.174
3.390
  1000  0.675
0.842
1.037
1.282
1.646
1.962
2.056
2.330
2.581
2.813
3.098
3.300

inf.
0.674
0.841
1.036
1.282
1.645
1.960
2.054
2.326
2.576
2.807
3.090
3.291

Note:  The z* values used when is known are given in the last row.
If the df you want isn’t in the table, use the df that is the closest smaller number.
Conditions:  Independence:  Except in the case of small samples, the condition that the subjects are randomly selected is more important than the condition that the sampling distribution of 
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 is normal. 

Distribution condition:  Sample size less than 30:  The data should be approximately normal or slightly  skewed and can’t any outliers.  Look at the histogram, normal quantile plot and box plot.

Sample size at least 30: The t procedures can be used except in the presence of extreme outliers or strong skewness.  If either of these occur, then it is not appropriate to calculate a CI using any formula.

Large samples: The t procedures can be used even for clearly skewed distributions when the sample is large, say n ≥ 40 but not if there are extreme outliers.
Ex 11:    Biologists studying the healing of skin wounds measured the rate at which new cells closed a razor cut made in the skin of an anesthetized newt. Here are data from n = 18 newts (assume randomly selected), measured in micrometers (millionths of a meter) per hour (μm/h): 
	Mean
	25.67

	Std Dev
	8.324

	Median
	26.5

	N
	18

	
	

	
	

	
	



We will estimate the average healing rate μ for all newts of this species by giving a 95% confidence interval. 

Are the conditions met?

· Assumed subjects randomly selected so this condition is met.

· n < 30 but the histogram and normal quantile plot show the data is roughly normal and the boxplot shows there are no outliers.  Therefore, we can assume the population distribution is approximately normal implying (by Central Limit Theorem) that the sampling distribution is also approximately normal.


· Therefore, the conditions are met.

Data:
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          Are you given ?           What is the value of s?
What are the degrees of freedom?
Find t*
The 95% confidence interval is:
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Interpretation:  We are 95% confident the average healing rate of all newts of this species is between 21.53 to 29.81 micrometers per hour
Hypothesis tests when  is unknown
Read 17.4 in your text.

When we don’t know the value of  the test is called a 1-sample t test
Calculating the p-value:
New test statistic:
· Test statistic:   TS = t = 
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       This test statistic has tn-1 distribution when  = 0
· s = sample standard devation
Null hypothesis:
H0:  = 0
The 3 possible Alternative hypotheses and the p-value calculations

1)
HA: 
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0   
p-value = 2P(tn-1 
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 |TS|)

2-sided hypotheses
2)
HA: 0
p-value = P(tn-1 
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1-sided hypotheses
3)
HA: 0
p-value = P(tn-1 
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1-sided hypotheses
tn-1 is a random variable representing the TS value of a randomly chosen sample given the null hypothesis is true.
To calculate the probabilities to give us the p-values, we’d use tables similar to a Z table.  However, for t distributions, we have a different table for each degree of freedom.  Fortunately, we have a statistical software package called JMP we can use to calculate the p-value for us.
· When we have numerical data, we will not have to compute the p-values by hand.

· JMP or other statistical packages
· We simply have to find and interpret the p-values in the computer output.

Assumptions that must be met for a One Sample T Test to be valid are exactly the same as listed at the middle of page 26 for confidence intervals when σ is unknown.
Example 12:  Cola makers test new recipes for loss of sweetness during storage.  For a particular new cola recipe, 10 trained tasters rated the sweetness before and after storage of a particular cola.  (Variable: sweetness after storage minus sweetness before storage)
Tasters vary in their perception of sweetness loss.  Is there statistical evidence, for the population of people who have similar tasting abilities as tasters, there is a loss of sweetness after storage? 

Assume all the conditions are met.

What are the hypotheses?

Test Mean=value

	 
	 

	Hypothesized Value
	0

	Actual Estimate
	-1.02

	DF
	9

	Std Dev
	1.1961


	 
	t Test

	Test Statistic
	-2.6967

	Prob > |t|
	0.0245*

	Prob > t
	0.9877

	Prob < t
	0.0123*

	
	


If we set  what conclusion should we make?

Reasoning:  The p-value = 0.0123 <  so we should reject the null hypothesis.

Conclusion:  The data provides strong statistical evidence that the average taster notices a loss in taste.

Outline of the steps followed by researchers doing a test of their hypotheses 

      1.  State the Hypotheses in mathematical form (page 3)
H0:   null hypothesis

HA:   alternative hypothesis = statement we want to prove is true 
1. Descriptive statistics and plots
a. The descriptive statistics and plots give numerical and visual summaries of the data.  

2. Set a Significance level α (this is given to you)  (pages 4, 10 and 13)
a. Significance level is usually set at .10, .05 or .01.

b. Default value is .05 if no specific value is given and is the value used by most researchers

3. Calculate the Test statistic if you aren’t given computer output giving the p-value  (page 4)
4. Use the test statistic to calculate the p-value or read off a table  (page 8 or page 29)
5. Use the p-value rules to decide whether or not to reject the null hypothesis.  (page 4)
6. Give a concluding statement based on the decision reached in step 6.  (This should be some statement your mom can understand.)   (page 5)
7. Check the data to make sure it doesn’t violate the distribution assumptions.  If the assumptions are violated, then the conclusions based on the data may not be valid.  (pages 5, 19 and 27)
Elaboration of steps listed above:

1.    Hypotheses:   See page 2 set 7 notes for a description of the roles Ho and Ha play.
The alternative hypothesis is the one given in the statement of the problem.  Be sure to check how the subjects were measured as this tells you how to define How  is defined determines how the hypotheses are expressed in mathematical form.  See ex12 page 29)

Numerical case:   Null hypothesis:
H0:  = 0

is the unknown population mean
· The 3 possible Alternative hypotheses when testing a single mean  


1)
HA: 0
Theory:  The population mean is greater than 0   

2)
HA: 0
Theory:  The population mean is less than 0
3)
HA: 
[image: image24.wmf]¹

0   
Theory:  The population mean is not 0
Categorical case:     Null hypothesis:
 H0: p = p0       p = unknown proportion of successes in pop.

1)
HA: p > p0
Theory:  The population proportion is greater than p0   

2)
HA: p < p0
Theory:  The population proportion is less than p0   
3)
HA: p 
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 p0
Theory:  The population proportion differs from (not the same as) p0   
2.     Descriptive statistics

· Statistics calculated from the data are used to estimate the parameters of interest.

· The descriptive statistics are also used to check whether or not the distribution conditions are met by the data.

3.  Significance level   The significance level  reflects the researcher’s tolerance for making a type I error.
· Type I error is made when H0 is true but the rules lead to the decision to reject H0
· Type II error is made when H0 is false but the rules lead to a decision to fail to reject a H0
ERRORS and Power:  Errors and power are part of the theoretical underpinnings of hypothesis testing.  When we discuss errors, there is some theoretical absolute truth.  Which decision is made together with the absolute truth determines whether or not an error is made.  There are probabilities associated with errors and power.  The analogous situation is confidence levels for confidence intervals.  By probability, we mean that given the absolute truth, what is the chance a future study will result in a decision to reject (or FTR) H0.

 = P(Type I error made) 

= probability (when H0 is true) of randomly selecting subjects whose data leads to the decision to reject H0 (this decision is a type I error because H0 is true)
= when Ho is true, is the proportion of experiments for which we’ll reject Ho 

β = P(Type II error made)
= probability (when HA is true) of randomly selecting subjects which lead to the decision to FTR Ho (and therefore make a type II error)

= when H​A is true, the power is proportion of experiments leading us to FTR Ho.





                                     Truth about the population
	 
	H0 is true
	HA is true

	 Reject H0
	Type I error 

Probability this occurs = 
	No error 

Probability this occurs = power

	 Fail to reject H0
	No error 

Probability = 1 - 
	Type II error 

Probability this occurs = β

β = 1 - power


Decision based 

on the data   

Power = When H​A is true, the power is proportion of experiments for which we’ll reject Ho.

Ways to decrease chance of making a type I error

There is only way to decrease type I error rate that that is to choose a smaller value for 
What this implies is that for every experiment for which H​0 is true, we know before sampling that the chance we’ll select subjects leading us to make a type I error decision is exactly 
We’ve built into hypothesis testing a fixed type I error rate just like for confidence intervals.
Ways to increase the power when Ha is true.  (Note: we only discuss power when Ha is true.)
a) Increase sample size n  
b) Increase value of 
c) Decrease the standard deviation  (numerical case only).  Decreasing   is only practically possible in experimental studies and is accomplished by using a better experimental design.

d) Increase the population effect size (not really possible without changing the hypotheses)

4.   Test Statistic   The test statistic is a standardized measure of the distance of the data from Ho.

When Ho is true and conditions are met, then the TS is a random variable with standard normal distribution, Z, and so is a z-score for the sample mean 
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Testing population mean μ:    TS = 
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        This is the formula used when  is known.
Testing population proportion p:     
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5.    p-value is the probability of obtaining a result as or more “extreme” than the observed result when H0 is true.
Examples of p-value interpretations found on pages 7, 8, 9, 16 and 19.
Numerical case:

HA:  > 0      
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HA:  < 0
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HA: 
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     p-value = P(Z
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Categorical case:

HA: p > p0  

p-value = P( Z 
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 TS)

HA: p < p0 

p-value = P(Z 
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 TS)

HA: p 
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 p0

p-value = P(Z 
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 | TS| or Z
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The p-value calculation is done assuming the null hypothesis is true when we calculate the p-value.  This means we assume either  = 0 or p = p0, depending on whether we are testing a mean or proportion.
6.  Decision rules:  Decisions are based solely on and the p-value.   

· If p-value ≤  then decide to reject H0.
· If p-value >   then decide to fail to reject H0.
If the sample mean (or sample proportion) is close enough null value so that p-value > α, then we can’t rule out the possibility that Ho is true and chance selection of subjects is the sole explanation for our results.   Consequently, we’ll FTR Ho and conclude we have no statistical evidence Ha is true.

However, if our sample mean (or sample proportion) is far enough from the null value so that p-value ≤ α, then we can rule out the possibility that Ho is true and chance as the sole explanation for our results. Consequently, we’ll reject Ho and conclude we have statistical evidence Ha is true.
7.  Conclusion:  The conclusion is an inference about the population’s parameter value.  We can either conclude we have statistically significant evidence for HA or that we don’t have statistical evidence for HA.  We never conclude we have evidence for the null hypothesis.

· Conclusion when decision made to FTR H0.  Some of the possible conclusions are:

The data does not provide statistical evidence for “alternative hypothesis statement in the context of the problem”.

There is no statistical evidence that HA (written out in word) is true.
· Conclusion when decision made to reject H0.  Some of the possible conclusions are:
The data provides statistical evidence for “alternative hypothesis statement in the context of the problem”.

There is statistically significant evidence that “alternative hypothesis statement in the context of the problem”.
8. Conditions in the numerical case when  is unknown.  
Independence:  Except in the case of small samples, the condition that the subjects are randomly selected is more important than the condition that the sampling distribution of 
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 is normal. 

Distribution condition:  Sample size less than 30:  The data should be approximately normal or slightly  skewed and can’t any outliers.  Look at the histogram, normal quantile plot and box plot.
Sample size at least 30: The t procedures can be used except in the presence of extreme outliers or strong skewness.  If either of these occur, then it is not appropriate to calculate a CI using any formula.

Large samples: The t procedures can be used even for clearly skewed distributions when the sample is large, say n ≥ 40 but not if there are extreme outliers.
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