STAT Course Notes set 7 – part 1

Hypothesis Testing

Tests of the mean
Goal of confidence intervals:
To provide the most plausible range of values for the true parameter value.  A CI is based a point estimate of the parameter plus a “margin of error” to take into account sampling variability and to give the reader an estimate of the precision of the point estimate. 

Confidence intervals form one aspect of inferential statistics because a confidence interval is an inference about the population’s parameter value based on a statistic calculated from data collected from a subset of the population.  

Hypothesis testing:
There is another aspect of inferential statistics, called hypothesis testing or tests of statistical significance.  Hypothesis tests are used to test claims about a population’s parameter value.

Example 1:  There have been a series of studies lately designed to understand the effect oral contraceptive use has on a woman’s health.  One study was done to test whether the average blood pressure (SBP) of women on oral contraceptives (OC’s) was different from the average SBP of women not on OC’s.

The researchers theorized that the average SBP of women on OC’s differs from women not using OC’s.  To test their theory, they did a study with 50 female subjects of approximately the same age, BMI and fitness level.  None of the women were taking oral contraceptives before the study began.  The 50 women were randomly assigned to take either a placebo (dummy pill) or an oral contraceptive for 3 months.  At the end of the 3 months, each subject’s SBP was measured.  The sample average SBP of the 25 women taking a placebo was 115.6 and the sample average SBP of the 25 women taking an oral contraceptive was 120.4.
· Theory the researchers want to prove true is:  Placebo ≠  OC
· The data supports this theory because 
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The problem is that we know that if IF REALITY the means equal in the population Placebo = OC) we don’t expect 
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 because of sampling variability of sample means.  

But, how do we tell whether the differences in sample means is due to true differences in the population means or are the differences just due to random sampling?  We need something more than just comparing box plots.

The starting point of hypothesis testing are the HYPOTHESES:
· Hypothesis testing is used when there are two contradictory claims (hypotheses) about the parameters.  See Text section 14.5     

· One hypothesis, called the alternative hypothesis, is the statement of interest. 

· The purpose of most tests of hypotheses is to find evidence for the alternative hypothesis.

· The other hypothesis, the null hypothesis, is the opposite of the alternative hypothesis.  Frequently, the null hypothesis is the statement that the status quo is true or that subjects respond the same to different treatments.

Terminology and notation:

· Null Hypothesis (H0)

· The null hypothesis is a statement of “no effect” or “no difference”.  That is, it is a statement that the status quo is true.  

· We seek evidence against the null hypothesis

· Alternative Hypothesis (HA)
· The statement we would like to prove is correct.  This is always a statement of difference.  It could be a difference between 2 groups or populations.  Or, it might be that two different treatments have a different effect on a variable of interest such as heart rate or survival of a disease.  In this set of notes, we concentrate on whether a population (or group) mean differs from some baseline value.

· We seek evidence for this claim.

Example 1:   The study was done to test whether the average blood pressure (SBP) of women on oral contraceptives (OC’s) was different from the average SBP of women not on OC’s.
·  Null hypothesis:  H0: Placebo =  OC.
·  Alternative hypothesis: HA: Placebo ≠  OC
Goal of hypothesis testing:  

Hypothesis testing is a decision process used to decide if there is enough evidence for the alternative hypothesis (and against the null hypotheses) to reject the null hypotheses as plausibly true.  If we reject the null hypothesis because it is implausible given the data, then we’ve decided the data has shown HA is true.  

Hypothesis testing is not about deciding which of the 2 hypotheses is true.  The mathematics behind how we go about hypotheses testing makes it impossible to use the method of hypothesis testing to show the null hypothesis is true. 

Hypothesis testing is about deciding if the evidence provided by the data is strong enough to rule out the possibility that the null hypothesis could be true.  We can rule out the null as possibly true when the data is incompatible (probabilistically) with the observed study outcomes.  

If the evidence isn’t strong enough to disprove the null hypothesis, this doesn’t mean H0​ has been proven true.  Rather, when we fail to disprove H0 we are stuck in limbo.  We can’t say which hypothesis is true when we fail to reject H0.

Hypothesis tests about the population mean:

1)
Statement of our question in Hypothesis form:  

· Null hypothesis:
H0:  = 0
· is the unknown population mean
· 0 = null value.  Number you want to show is not the value of  
Null value:  The null value is a kind of benchmark value.  The alternative hypothesis is always some form of statement that the true parameter value is not the null value.

· The 3 possible Alternative hypotheses when testing a single mean  

1)  
HA: 0
Theory:  The population mean is greater than 0   

2) 
HA: 0
Theory:  The population mean is less than 0
3)
    HA: 
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0   
Theory:  The population mean is not 0
Example 2:  Suppose the City of College Station wants to show the lead level in its drinking water is safe.  According the EPA, the lead level should be below 15 ppm.  Let  = average lead content in samples of CS drinking water.  The city manager wants to show the city water is safe.

What hypotheses should the city test?

· LEAD = average lead level in College Station drinking water

Suppose we take a 20 water samples from water taps around town and measure the lead content of each. 

How do we use our data to decide if the water is safe to drink ?

Obviously we want 
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, but how small a sample mean is acceptable?
· IF LEAD 15 ppm is TRUE, then the chance of randomly selecting sample whose mean is less than 15 is P(
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 < 15) = .50  So, clearly a cutoff value of 15 ppm for 
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· We require a value for
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 small enough that chance sampling can be rejected as the sole explanation for our results.

Steps in a statistical analysis of data

1)
Write down the question in Hypothesis form:  
2)  
Set significance level     This is our cutoff value for the p-value.   See page 10 for definitions.

The significance level determines how strong our evidence for HA must be before we decide the evidence is strong enough to disprove H0.

The significance level plays the same role in hypothesis testing that the confidence level plays in confidence interval theory.   The significance level tells us the chance we’ll select a sample leading to a wrong decision (but only in the case where Ho is really the true statement).

3)
Calculation of the Test Statistic     The test statistic is a standardized measure of how far our data is from the null value.  We use the test statistic to calculate the p-value

For testing a population mean against the null value, the 
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4)         Calculation of the p-value     The p-value measures the strength of the evidence for HA.
· Formal definition:  p-value = probability of obtaining a result as or more “extreme” than the observed result when H0 is true.  See page 8 for a list of the p-value formulas.
5)

Decide if there is statistical evidence for the alternative hypothesis HA
Key Point

· If p-value ≤  then reject H0.
· If p-value >   then fail to reject H0.
Very important wording:
· We say we reject the null hypothesis when we make the decision for HA.

· We say we fail to reject the null hypothesis when we decide the evidence isn’t strong enough to make the decision for HA.

6)
Write a concluding statement based on decision in step 5.  
The concluding statement is written in the context of the problem being tested.

· When we fail to reject the null hypothesis the concluding statement is something like:

The data does not provide statistical evidence for “alternative hypothesis statement in the context of the problem”.

Alternative conclusion when we FTR H0:

There is no statistically significant difference between the mean and the null value.

· When we reject the null hypothesis the concluding statement is something like:

The data provides statistical evidence for “alternative hypothesis statement in the context of the problem”.

Alternative conclusion when we reject H0:

The difference between the mean and the null value is statistically significant.
Key point:  we can NEVER conclude we have statistical evidence for Ho.  We can never conclude Ho is true.  We can never conclude anything about Ho.

7)
Check the conditions are met to calculate the p-value
Condition 1:  The data were collected in such a way that the data values are independence

· Condition 1 is met if the subjects were randomly selected or the data came from a good randomized experiment.

Condition 2:  The sampling distribution of 
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is approximately normal

· Rule when n ≥ 30:  Condition 2 is met if n ≥ 30 or larger and there are no extreme outliers, then the distribution assumption of normality is assumed to be met.

· Check the box plot from the data set for extreme outliers.  An extreme outlier is any outlier more than 3 box lengths from the edge of the box in the box plot.

· Rule when n < 30:  Condition 2 is met if there are no extreme outliers and the data looks approximately normal.

· When n < 30, we look at the box plot, histogram and QQ normal plot from the data set to decide if there are any extreme outliers and if the data appears to be approximately normally distributed. 
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Example 4:  
A town’s main source of income is tourists interested in fishing along the river that runs through town.  Sewage and industrial pollutants from a large metropolitan area are dumped into the river upstream from this town.  Fish are starting to die and a biologist is hired by the town to see if she can determine the cause of the die off.  She suspects that the oxygen is too low in the water for fish to survive.  Current research asserts that the mean dissolved oxygen level in water must be at least 5.0 ppm for fish to survive.  She randomly selects 8 days in a two month period and collects water samples each of those 8 days.  Her sample mean is 4.81.  Assume the standard deviation is known and  = 0.165 ppm. 
She wants to use this data to test the claim that the average oxygen content is below 5.0 ppm. 

· Hypotheses:
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· Set  = .05   (Step 2)

· Test statistic calculation (step 3):   
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· How can we interpret this number?

· The p-value measures the strength of the evidence for 
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· Formally, the p-value = probability of obtaining a result as or more “extreme” than the observed result when H0 is true.
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Which values are as or more extreme than the observed sample mean of 4.81 (compared to the null value when  = 5.0 is true?

· Calculating the p-value (step 4):    For this example, p-value = 
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· 
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= P(Z<-3.26) = 0.0006

Interpretation of the p-value:  If the average dissolved oxygen level in this river is really 5.00 ppm, then the chance of selecting another 8 water samples whose average oxygen level is 4.81 ppm or less is 6 in 10,000.

Alternatively:  In this example, the p-value will tell us that if 
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 is really true and we repeatedly sampled from this river, then the proportion of studies whose sample mean was 4.81 or less is .0006.
· Why do we need to include the statement If the average dissolved oxygen level in this river is really 5.00 ppm?

· Reaching a decision based on the p-value (step 5):
· Conclusion based on the decision (step 6):
· Checking the conditions (step 7)

Remarks about the logic used to decide for Ha in example 4.
We calculated the p-value to help us decide between the 2 possibilities:

1. The null hypothesis
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 is true, and by chance we selected a sample with sample mean 4.81.

2. The alternative hypothesis 
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 is true, and there isn’t enough dissolved oxygen for the fish.

If we decide for 1, this means we believe that by chance we selected a sample whose mean is so extreme that only 6 in 10,000 samples will give us as extreme a result.

If we decide for 2, we’ve rejected the “chance” explanation and decided that the alternative hypothesis is true.

· It is important to realize that the absence of a ‘significant’ (p-value >) result does not mean that the null hypothesis is true.  If the p-value > all this tells us is that there isn’t enough evidence to be reasonably sure that null hypothesis is not true so we can’t reject the null as a reason possibility.
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Test statistic = TS = 
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HA:  > 0      
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HA:  < 0
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Going over 2 case in detail

HA:   > 0
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Interpretation:
   Assuming  = 0 is true, the p-value is the probability of selecting another sample





   whose sample mean is at least as large as the observed sample mean.
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Sampling distribution of 
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p-value = P(Z
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Interpretation:

Assuming  = 0 is true, the p-value is the probability of selecting another sample whose   sample mean as far or further from the 0 as the observed sample mean
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 Sampling distribution of 
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when  = 0  
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Ex 5:  (This example is taken from Bernard Rosner Fundamentals of Biostatistics 5th edition)

Suppose we want to compare the fasting serum-cholesterol levels among recent Asian immigrants to the US with typical levels found the general population in the US of women 21 – 40 years old.  We know that for women aged 21 – 40 in the US, the cholesterol levels are normally distributed with mean 190 mg/dL.  Assume it is unknown whether or not the cholesterol levels among recent immigrant women aged 21 – 40 are lower or higher than those in the general US population of women aged 21 – 40. 

Blood tests were performed on 50 recent female Asian immigrants and the sample was found to be 181.52 mg/dL.  Assume 
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 and that there are no extreme outliers in the data set.

Test the hypothesis that the average cholesterol levels among recent immigrant women aged 21 – 40 differs from the general US population of women aged 21 – 40.

· H0:



HA:


 null value = 
· Set = .05
· Test Statistic

· P-value = 

· Should we reject or fail to reject the null hypothesis?

· Conclusion:

· Checking conditions:

Ex 6:  (This example is a modification of problem 15.14 in your text)

Dyspnea, or shortness of breath, is a common complaint in patients with chronic obstructive pulmonary disease (COPD).  It is often assessed by an FEV test measuring the forced expiratory volume in the first second.

A study examined the effect of various treatments on perceived dyspnea in patients with advanced COPD.  The researchers took 19 patients and measured their FEV.  Then these patients received 6 weeks of therapy with long-acting bronchodilator.  At the end of the study, each patient’s FEV was measured again. The variable of interest is the change in FEV.

The researchers wanted to test if there was statistical evidence that FEV increased after treatment.

From their study, they found 
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4.3.  It is believed that  = 11.5.  Set  

· Hypotheses:     H0: = 0
 versus    HA:> 0

Null value =  0
· P-value calculation:  
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p-value = P(
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) = P( Z > 1.63) = 1  0.9484 = 0.0516
· Should we reject or fail to reject the null hypothesis?  
· Conclusion:  The data does not provide statistical evidence that after 6 weeks of therapy with long-acting bronchodilator the average FEV measurement increased for patients with advanced COPD.  
· Alternative conclusion: There was a small, statistically insignificant increase in FEV. 
· What do we need in order to check whether or not the conditions are met? 
Discussion of the Significance level   

We need a cut-off value for the p-value.  

The size of  is based on our tolerance for deciding to reject a true H0.

= proportion of samples for which we’ll decide the data indicates H0 is not true when H0 really is true

Significance level = Recall:   

· If p-value ≤  then reject H0.
· If p-value >   then fail to reject H0.
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Types of possible errors

· If we reject H0 when in fact H0 is true, this is called a Type I error.


· If we fail to reject H0 when in fact HA is true, this called is a Type II error.
· The significance level α of any fixed-level test is the probability of a Type I error. 

·  = the probability of making a Type I error 
· Note:  We can’t make a type I error if H0 is not true. 

· The probability of a Type II error is β (if H0 is false)
· Power = 1 – β.  
· Power = Assuming HA is true, the power is the proportion of samples for which we’ll reject Ho.




                                              Truth about the population
	 


	H0 is true


	HA is true                  



	Reject H0
	Type I error made, 
probability = 

	No error made

POWER

	Fail to reject H0
	No error made
Probability = 1 -  
	Type II error made, 
Probability = β





Decision based 

on the data   

The only way to decrease the chance of making a type I error is to decrease the size of 
Fact:  Decreasing causes β to increase. 

The only way to increase the power and keep the same is to increase the sample size or decrease 
· What type of error was possible in the example 5?

· Only a Type I error was possible because we rejected the null hypothesis.


· We can’t make a Type II error when we reject the null hypothesis

· What type of error was possible in the example 6?

· Only a Type II error was possible because we failed to reject the null hypothesis.


· We can’t make a Type I error when we fail to reject the null hypothesis

Philosophy behind hypothesis tests (taken from Wikipedia)

It is important to note the philosophical difference between accepting the null hypothesis and simply failing to reject it. The "fail to reject" terminology highlights the fact that the null hypothesis is assumed to be true from the start of the test; if there is a lack of evidence against it, it simply continues to be assumed true. The phrase "accept the null hypothesis" may suggest it has been proved simply because it has not been disproved.  This is a logical fallacy.

Example 7:
 A plant pathologist wants to test his theory that the average length of a new strain of green bean is greater than 4.5 inches.  

He randomly selects a sample of 50 of the new strain of green beans and calculates a p-value of .041.  

If in reality the true length of the new strain of green beans is 4.5 inches, which of the following is true when  = .05?

a) He would fail to reject the null hypothesis, and make a Type II error. 

b) He would fail to reject the null hypothesis, and make a Type I error. 

c) He would reject the null hypothesis, and make a Type II error. 

d) He would reject the null hypothesis, and make a Type I error. 

e) No error would be made.

A result is statistically significant if we reject the null hypotheses.  

A result is not statistically significant if we fail to reject the null hypothesis.
Effect size:  The effect size is the difference between the outcome and null hypothesis.  When testing against H0: - 0,  the effect size is |
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Note: effect size doesn’t have a standardized form definition.  In this course, it will be defined as the distance between the outcome and null hypothesis when comparing means or proportions.

Key point:  Statistical significance doesn’t tell us whether or not the effect size is large enough to be important.  So, even though we have statistical evidence this doesn’t mean the result matters.

Example:  There is statistical evidence (p-value <0.0001) that for men over 45 years of age, taking a baby aspirin every day decreases their chance of having a heart attack in the next 5 years.  However, the effect size is only 0.7% 

Recall:  POWER = 1   = probability of rejecting a false null hypothesis
Most complete definition of Power depends on the. population effect size of | a 0 | where a is the true value of the population’s mean as well as the sample size and   
Power = proportion of samples of size n for which we’ll reach the correct decision when HA is true and the true value of the mean is a.  
Example 8 – Power example:  A beverage manufacturer is planning on doing a study to test the theory that the average amount of caffeine consumed by college students during a normal week is more than 25 mg.  To test this theory, researchers at the company plan on selecting a random sample of 64 students and measuring how many mg of caffeine they consume during a normal week.  If they set  = .05 and the true average mg of caffeine consumed is 30 then their test has a power of 0.85.
Interpretation:  Given that the true average amount of caffeine drunk by all college students is 30 mg, the probability the researchers will select a sample whose  p-value 
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 0.05 is 85%.  
Alternative interpretation:  Given that the true average amount of caffeine drunk by all college students is 30 mg, if we were to repeatedly sample from the population, then in approximately 85% of the samples, we’d get data leading us to conclude at the .05 significance level that the average amount of caffeine consumed by college students during a normal week is more than 25 mg.  
Important fact:  The only way to change the chance of rejecting H0 when H0 is really true is to change the value of .

· Restated:  The only way to change the proportion of samples for which we’ll reject H0 when in fact H0 is true is to change the value of since  is the type I error rate.

How to change the power:  Assume HA is true then each of the following will increase power 
· n 
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· standard deviation 
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· population effect size 
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·  
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Example 9:  I want to test my claim that I’ve lost weight and now weigh on average less than 145 lbs.  

Assume I have lost weight and my true average weight is 144.
Testing: H0: I haven’t lost weight  and   H0:  = 145.   HA: I have lost weight  and   HA:  < 145.  

Set  = 1.05 lb.

Case:  n = 3      
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Actual sampling distribution of 
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 Sampling distribution of
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assuming  = 145 & n=3  since true mean weight = 144


 We use this distribution to calculate the p-value
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       values of my sample mean weight
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Case:  n = 100   
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= 144.827 lb the TS = 1.648 and the p-value = .0495
Actual sampling distribution of 
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          Sampling distribution of 
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           We use this distribution to calculate the p-value
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The purpose of this example is help you understand p-values and the significance level.

Silly example:  Warning: this example is meant to be fun and not to disparage any customs or groups.  It is also from a female point of view (because when I made up the example, all the students in my office were all female).
Suppose you are a woman named Sue and you have a boyfriend named John who is fighting in Afghanistan.  For undisclosed reasons, you have to get engaged soon.

You will get one letter from John before he comes back from Afghanistan but there can be no other communication between the two of you.  Based on this letter, you are going to have to decide whether or not John is going to ask you to marry him when he returns a month from now from his tour in Afghanistan.  

Remember, you have to get engaged soon so John will need to propose right when he returns.  

There is also Joe (you’ve been busy).  Joe has asked you to marry him and Joe is rich, good looking and willing to wait until after you get the letter from John – but no longer.  So, if you refuse Joe based on John’s letter, then you’ll be out of luck (as far as getting Joe back) if John doesn’t propose when he returns.  

Finally, if you don’t say yes to Joe and John doesn’t ask you to marry him when he returns, then your mom has found someone you don’t like (George) and you’ll have to marry George.  So, the stakes are high.  You love John but Joe is also acceptable to you.

Back to hypothesis testing:  You want John to ask you to marry him when he returns, so this is the alternative hypothesis:

· Null hypothesis:  

Ho:  John isn’t going to propose when he returns.

· Alternative hypothesis:  

Ha:  John is going to propose when he returns.

Recall that the p-value is the strength of the evidence (provided by the data) for Ha. 

In this problem, the data consists of the one letter you are going to get from John.  

For this this example, the p-value measures the strength of the evidence (based on this one letter) that John is going to propose.

Below are 3 possible letters from John and the associated p-values:

· 1st possible letter:  Dear Sue, I’ve thought of you several times in the last few weeks and hope you are well.  Your good friend John.  

· This is very, very weak evidence he is going to propose:  p-value around 0.90

· 2nd possible letter:  Dearest Sue, I think about you every day.  My love, John. 
· This is much stronger evidence that he is going to propose:  p-value around 0.10

· 3rd possible letter:  Sue, my one true love.  I think about you constantly.  I can’t wait to get back home and take you to our favorite jeweler.  What is your ring size?  My never ending love, John.
· Things definitely look good for a proposal:  p-value < 0.0001

Interpretation of the p-value:  Proportion of men who are not going to propose but who write letters that are at least as romantic as the one sent by John.
{The reason I’ve stated the letters are coming from men who won’t propose is that when we calculate the p-value, we do so under the assumption that the null value (John won’t propose) is true.}

· 1st letter:  We interpret the p-value as: about 90% of letters from non-proposing boyfriends will be at least this romantic.

· 2nd letter:  A p-value around 0.10 says about 10% of non-proposing boyfriends will write a letter at least this romantic.

· 3rd letter:  A p-value less than 0.0001 says fewer than 1 in 10,000 non-proposing boyfriends will write a letter at least this romantic.  (After all, there are some jerks out there.)  

Next is decision making time:  The significance level is used as a cutoff value for the p-value.  

· If p-value ≤  then you will decide the letter’s romantic tone is strong enough that John will propose when he returns and you turn down Joe.

· If p-value >  then you will decide the letter’s romantic tone isn’t strong enough to decide John will propose when he returns and so you accept Joe’s proposal.

There are 3 common values used for They are:  0.01, 0.05 and 0.10.

If you are a risk taker, then you’d use  = 0.10.  This is risky, because 10% of women with non-proposing boyfriends who set  = 0.10 will be waiting for a proposal that never comes.

If you are very adverse to risk, then you’d use  = 0.01.  Only 1% of women with non-proposing boyfriends who use  = 0.01 as the cutoff value will be waiting for a proposal.  However, the downside is that you’ve set the bar pretty high.  Maybe John just isn’t that romantic but plans on proposing.  By setting the bar so high, you may be accepting Joe when if you’d waited for John, you’d get a proposal.

NOTE:  proportion of samples which lead to the decision to reject a true Ho. 

So, for this example,  is the proportion of women who will decide Ha is true (guy will propose) based on a letter from a guy who is not going to propose.  (We need to put in non-proposing because  is the proportion of times we’ll decide Ha is true when it really isn’t.  When Ha isn’t true, then Ho must be true and in this case, Ho = the guy isn’t going to propose.)
                          Hypothesis Testing of a Single Proportion.
Read section 19.5 in your text.

Basic set up:

There is a single categorical variable for the population.  The parameter is p = proportion of successes in the population.  The parameter p is unknown and is estimated by sample proportion
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1.    Hypotheses statements:  

Null hypothesis is a statement of “no effect” or “no difference”, that is, it is a statement of the status quo.  We test our data against the null hypothesis. 

· This null hypothesis statement is written as H0: p = p0. 

· The value, po, is called the null value.  Think of the null value as a “benchmark”. 

Alternative hypotheses:

The alternative hypothesis is the one researcher want to show is true.  The alternative statement is the claim about the population researchers believe is true and they want to use a hypothesis test on their data to determine the strength of the evidence as provided by the data for the alternative hypothesis  

· HA: p 
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· Claim about the population we want evidence for:  The population proportion is not p0. 

· This is called a 2-sided hypothesis because the proposed values for the population proportion are both larger and smaller than the null value.

· HA: p > p0
· Claim about the population we want evidence for:  The population proportion is larger than p0.

· This is a 1-sided hypothesis because it states the true parameter value is larger than the null hypothesis value.

· HA: p < p0

· Claim about the population we want evidence for:  The population proportion is smaller than p0. 
· This is a 1-sided hypothesis because it states the true parameter value is smaller than the null hypothesis value.

As usual, we first calculate a test statistic which we’ll use to calculate the p-value.
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· When the conditions listed below are met, then the test statistic has Z ~ N( 0,12) distribution so the Z-tables can be used to find the p-value given below.


HA: p > p0  



p-value = P( Z 
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HA: p < p0 



p-value = P(Z 
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HA: p 
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p-value = P(Z 
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· NOTE:  These are exactly the same formulas we used on page 8 to find p-values.

Example 10:
A CNN/USA Today/Gallup poll in based on phone interviews with 1,014 randomly selected adults on April 30-May 2, 1999 found that 48% of the people surveyed consider themselves pro-choice.  Some groups used this data to assert the data shows that fewer than 50% of Americans are pro-choice.

Can the claim that less than half of all Americans are pro-choice be verified statistically at the =.05 significance level?

1)
Hypotheses:
 
 

p = 
2)
Significance level:  Set  = .05.  

3)
Test statistic calculation:
 
4)
p-value calculation:


Interpretation of the p-value:  
5)
Decision:

6)
Conclusion:

7)
Checking assumptions:

1. Checking independence:

2. We also must have both n
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 10.

Formulas for calculating the p-value





Conditions that must be met for distribution of the TS (when H0 is true) to have standard normal distribution.





1.	The data values are independent – this is true if the subjects were randomly selected and there is only 1 response value per subject.





2.	n� EMBED Equation.3  ���p0 � EMBED Equation.3  ��� 10 and n� EMBED Equation.3  ���(1 p0) � EMBED Equation.3  ��� 10    





n = sample size and p0 = null value in the hypothesis test.





NOTE:  This is not the same requirement as for confidence intervals.  DO NOT USE 15 OR � EMBED Equation.3  ���when checking to determine if conditions are met for hypothesis testing
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