STAT Course Notes – Set 5

Sampling Distributions 

Measuring how statistics vary from sample to sample
A review of parameters and statistics:  
Parameters:  A parameter is a numerical summary of the values taken by all subjects in the population.  To calculate a parameter, a census must be taken of the population.
    ( Numerical variable Parameters
The population mean, (
The population median, M  

The population SD, (  

The IQR and Range have the same notation whether we are discussing samples or populations.

  ( Categorical variable Parameters
     p = proportion of the population taking a particular categorical variable value.  

Suppose a random sample of size n is taken from a population with one or more variables. 

Statistics:  A statistic is a numerical summary of the data values measured on subjects in the sample.  
Sample size is always written as n

( Numerical variable Statistics
The sample mean:   
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 = sample mean of a randomly chosen sample of n subjects – this a random variable
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= sample mean calculated from a data set – this is a number
The sample median:  
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The sample SD:    s 

( Categorical variable Statistics  

Sample proportion is the proportion of subjects in the study taking the value “success”
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In set 4 of the notes, we learned how to calculate probabilities for normally distributed random variables 
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 and for binomial random variables.  
For this section of set 5 notes, we limit ourselves to the normal random variable.  In the case of normal random variables our random variable X, usually X = variable value of a subject randomly selected from a population.  

There are 3 Distinct Distribution for a continuous numerical variable:

· Population Distribution – Distribution of variable values taken by all subjects in the population.  This is called the probability distribution.
The probability distribution describes both the values taken by the members of the population and how these values are distributed.   

· If 
[image: image8.wmf]X

= the numerical variable value of a subject randomly selected from the population, then the probability distribution of
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describes which values are taken by the members of the population and how often.

· Last week’s homework involved using the given probability distribution of X to calculate probabilities.

· Data Distribution – Observed distribution of data from a single sample

The data distribution is summarized by the sample statistics calculated from the data.  In particular, the sample mean 
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.

· Sampling Distribution - Probability Distribution of 
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The Sampling Distribution of 
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 is the distribution of 
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values taken by all samples randomly selected from the population.  (The sample size must be the same for every sample). 
The probability distribution describes the shape, the mean and standard deviation of the set of all 
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values calculated from all possible size n samples from the population.
Example 1:   Population:  TAMU students


Variable: height.  

· μ = 67.12 inches
· σ = 5.43 inches  
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Histogram of the heights of everyone in the population  

· Is the plot to the right an example of the population 
distribution, data distribution or sampling distribution?
[image: image144.wmf]  

X

~

N

(

m

,

s

2

)


[image: image145.wmf]2

~(,)

XX

XN

ms

Þ

Histogram of the heights of 10 people belonging to this pop
· Is the plot to the right an example of the population 
distribution, data distribution or sampling distribution?
Below are summarized the statistics of 10 random samples taken from our population.
	One Variable Summary
	Sample 1
	Sample 2
	Sample 3
	Sample 4
	Sample 5
	Sample 6
	Sample 7
	Sample 8
	Sample 9
	Sample 10
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	66.10
	70.20
	68.60
	66.75
	67.40
	68.60
	69.80
	66.40
	65.40
	68.20

	    s
	2.51
	5.67
	3.57
	5.13
	5.40
	3.57
	4.32
	8.15
	7.90
	4.26
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	66.00
	70.00
	69.00
	67.00
	67.00
	69.00
	70.00
	66.00
	66.00
	66.00

	Range
	7.00
	20.00
	10.00
	15.00
	13.00
	10.00
	13.00
	22.00
	22.00
	11.00

	Count
	10
	10
	10
	10
	10
	10
	10
	10
	10
	10


· What is the mean of these 10
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values?  What is the range in 
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values?
· If I had 100,000,000
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values, do you think their average would be closer in value to 

μ = 67.12 inches?

· If we plotted 
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values from 100,000,000 random samples, the mean, standard deviation and shape of the distribution would be very close to the theoretical sampling distribution of the random variable 
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= sample mean height of 10 people randomly chosen from this population.

How increasing the sample size from 10 to 50 changes the sampling distribution of 
[image: image22.wmf]X


	One Variable Summary
	Sample  1 statistics
	Sample 2 statistics
	Sample 3 statistics
	Sample 4 statistics
	Sample 5 statistics
	Sample 6 statistics
	Population parameter values

	Mean
	66.1
	70.2
	68.6
	67.15
	68.3
	66.57
	67.12

	Std. Dev.
	2.51
	5.67
	3.57
	4.9
	6.4
	5.31
	5.43

	count
	10
	10
	10
	50
	50
	50
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Histograms of heights for the 3 samples of size 10
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Histograms of heights for the 3 samples of size 50
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· Are the sample means when n = 50 generally closer to the population mean of  = 67.12 compared to the sample means when n = 10?

· How do shapes of the data histograms compare to the shape of the population distribution?
Sampling Distribution of the Sample Mean
The Sampling Distribution of the Sample Mean is the distribution of the set of sample means calculated from the set of all possible samples from the parent population.

We need to understand how the sample mean varies from sample to sample so we can estimate how close our data’s 
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value is likely to be to the true value of the population mean μ. 

Important definition:  The mean of the sampling distribution of the sample mean
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.  
This is the mean of the random variable: 
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It is easiest to think of
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m

 as the mean of sample means (for all samples of the same size n).
· Important:  
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 where μ is the mean of the population.

· Since we use the sample mean to estimate the true population mean μ, what this formula tells us is that the center of the set of all the
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values is μ.  This is excellent!  This means the sample mean is an unbiased estimator of μ.
Important definition:  The standard deviation of the sampling distribution of 
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is written as
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In other words, 
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 is the standard deviation of the set of all
[image: image40.wmf]x

values.

· Important:  
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where σ is the standard deviation all values in the population.

· The standard deviation of the sample mean tells us how the value of the sample mean varies from sample to sample.  If  
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 is very small, then the sample means vary only a little from the true population mean μ.  But, if 
[image: image43.wmf]X

s

is large, then we know our sample mean could be quite far in value from μ.
· Because 
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, we know that the larger the sample size, the smaller the variability in sample means.
Example 1:  The shape of the sampling distribution of 
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is affected by both the sample size n and the shape of the distribution of the (parent) population values.
http://onlinestatbook.com/stat_sim/sampling_dist/index.html is the website
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Example 2:  When the population from which the sample is selected is not normally distributed, the shape of the sampling distribution depends on both the sample size and the shape of the parent population.  
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The larger the sample size n, the closer the sampling distribution is to a normal distribution.
The Central Limit Theorem 
Scenario: a sample of n individuals is randomly selected from a population with mean  and standard .   Set X = value taken by a randomly selected individual from the population.  Set 
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= average of the values taken by n subjects randomly selected from the population.

1.
The mean of all sample means is written
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 and its value is , the population mean.

2.
The standard deviation of all
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values is written 
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3.
When the distribution of variable values in the population from which the sample is selected is normal, then the shape of the sampling distribution of 
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 is exactly normal for any sample size n.  
4.
When the population is not normally distributed but n is large enough, the shape of the sampling distribution of 
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 is approximately normal (with the approximation becoming more precise as n increases).  

We will use 30 as the minimum sample size if the population is not normally distributed.  

[Paraphrasing, if the variable values in a population are not normally distributed, then the shape of the sampling distribution of
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is not normally distributed when n < 30.

When the population distribution is not normal and n 
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30, then the shape of sampling distribution of 
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 is approximately normal.]
Putting it altogether.   We know that 
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 under certain circumstances.

· If n ≥ 30 
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· If  n < 30  and                                      

· BUT, if n < 30 AND the shape of the distribution of X is not normal or unknown, then the shape of the sampling distribution of 
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is unknown and you can’t assume it is normal.  However, it is still true that 
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· When
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is approximately normally distributed, we calculate probabilities as follows:

P(
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    is the z-score for x (# SD’s x is from
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Example 3:  Potassium in the blood:   Judy’s doctor is concerned that she may suffer from hypokalemia (low potassium in the blood). There is variation both in the actual potassium level and in the blood test that measures the level. Judy’s measured potassium level varies according to the Normal distribution with μ = 3.8 and σ = 0.2. A patient is classified as hypokalemic if the potassium level is below 3.5.
a) If a single potassium measurement is made, what is the probability that Judy is diagnosed as hypokalemic?
b) If measurements are made instead on 4 separate days and the mean result is compared with the criterion 3.5, what is the probability that Judy is diagnosed as hypokalemic?

X = Judy’s measured potassium level on a randomly chosen day. 

Then X has a Normal distribution with μ = 3.8 and σ = 0.2. 

Solution to above questions:
a) P(Diagnosis based on 1 measurement) = P( X < 3.5) = P( Z < -1.5) = 0.0668

b) P(Diagnosis based on 4 measurements) = 
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· To calculate this, we need to know the sampling distribution of 
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.

· What is the mean and standard deviation of the sampling distribution of 
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?

· What is the shape of the sampling distribution of
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?

· Why do we know it is normal?

Finishing up the calculation:

· 
[image: image73.wmf](3.5)

PX

<

 = 
[image: image74.wmf](3.00)

PZ

<-

 because 
[image: image75.wmf]3.53.8

3.00

0.10

x

z

n

m

s

--

===-


· 
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Example 4:  The mean IQ of children with Fetal Alcohol Syndrome is ( = 70, and the standard deviation is ( = 12.  

· Using the above information, can we determine the sampling distribution of 
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when n = 25?
· Answer:

· Using the above information, can we determine the sampling distribution of 
[image: image78.wmf]X

when n = 50?
· Answer:  

Example 5:  Triola (1998, Elementary Statistics, 7th edition, Addison Wesley) provides data from the Garbage Project at the University of  Arizona. The data are from the town of Newport which operates a rubbish waste disposal facility for 4872 local households. 

It has been established that the average amount of household garbage put out weekly for pick-up is 27.44 pounds while the standard deviation is 12.46 pounds. 

The waste disposal facility becomes overloaded whenever the weekly average weight of these 4872 households’ garbage exceeds 27.88 pounds. 

· Based on the above, what are the mean, standard deviation and shape of the sampling distribution of 
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for samples of size 4872? 
· Answer:  Mean = 
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· SD = 
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· The shape of the sampling distribution of 
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is __________________________

because ____________________________

· Consequently the sampling distribution of 
[image: image83.wmf]X

is:
· Calculate the probability that the waste disposal facility is overloaded in any given week.
Example 6:  The concentration of serum T4, TSH, is used to determine whether a person has hypothyroidism (low thyroid corresponds to high TSH values).  There is currently a controversy over which values of TSH are high enough for a person to have subclinical hypothyroidism.  
Clinicians should appreciate that a presumed normal range given on a laboratory report is actually only a reference range for an ostensibly normal population. Such reference ranges were derived from cross-sectional studies of populations uncorrected for any underlying or occult disease, and for TSH have ranged from 0.5 up to 7.0 mU/liter.  Indeed, the earlier first generation TSH RIAs often described the upper limit of normal at 10 mU/l. With minor refinements in the past decade, the reference range has dropped to 0.5–5.5 mU/l, reflecting the mean of all samples ±2 sd.  A Normal distribution would place the midpoint or mean value of such a population at 3.0 mU/liter.  This would appear to be inconsistent with recently published data indicating a population mean value of 1.5 mU/liter for an iodine sufficient population. The discrepancy arises because the raw value reference interval for TSH is a skewed curve with a long tail toward the higher TSH values and is not a bell-shaped curve typical of a true normal distribution curve.  (This was copied word for word from the first page of “CONTROVERSY IN CLINICAL ENDOCRINOLGY: The Evidence for a Narrower Thyrotropin Reference Range is Compelling” by Leonard Wartolsky and Richard A Dickey, The Journal of Clinical Endocrinology & Metabolism 90(9):5483–5488 (2005) http://jcem.endojournals.org/content/90/9/5483.full.pdf .
Moreover, there is evidence** that in the population of normal people, the average TSH level increases with age.  (See Age-Specific Distribution of Serum Thyrotropin and Antithyroid Antibodies in the U. S Population: Implications for the Prevalence of Subclinical Hypothyroidism, Martin I. Surks and Joseph G. Hollowell, 2007.)
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The recent lab results from the National Academy of Clinical Biochemistry indicate that more than 95% of normal individuals have TSH levels below 2.5 mU/l.  Assume the true population mean of normal individuals is 1.2 with a SD of 2.
          __________________________________________________________
· Draw a rough plot of the TSH levels of 100 randomly selected individuals
· Draw a rough plot of the sampling distribution of the sample mean 
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when n = 36.

Part 2 – Sampling Distribution of the Sample Proportion

In this section we are studying populations with a single categorical variable
· p = proportion of the population taking the value “success”
· 
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p

= proportion of the sample taking the value “success” 
· 
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· 
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= 
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 where X = # successes and is a binomial random variable.
EX 7:  A new variety of turf grass has been developed which the manufacturer states has a 85% germination rate – in other words, the probability that any one seed will germinate is 85%.  

· Is this value a parameter or a statistic?

· Suppose a SRS of 20 seeds is selected.  Let X = # seeds that germinate.  Is X is a binomial random variable?

· The table below completely describes the sampling distribution of
[image: image90.wmf]p
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because it lists all the values taken by
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p

and the probabilities of selecting a sample taking those values.

	# successes x
	
[image: image92.wmf]ˆ

p

 = x/20
	P(
[image: image93.wmf]ˆ

p

 = x/20 )

	0
	0.00
	3.32E-17

	1
	0.05
	3.76E-15

	2
	0.10
	2.02E-13

	3
	0.15
	6.89E-12

	4
	0.20
	1.66E-10

	5
	0.25
	3.01E-09

	6
	0.30
	4.26E-08

	7
	0.35
	4.83E-07

	8
	0.40
	4.45E-06

	9
	0.45
	3.36E-05

	10
	0.50
	0.000209

	11
	0.55
	0.00108

	12
	0.60
	0.004592

	13
	0.65
	0.016013

	14
	0.70
	0.045372

	15
	0.75
	0.102845

	16
	0.80
	0.182121

	17
	0.85
	0.242828

	18
	0.90
	0.229338

	19
	0.95
	0.136798

	20
	1.00
	0.038759


·   P(
[image: image94.wmf]ˆ

p

= x) tells us the probability of selecting a random sample whose
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value equals x.

·   Another interpretation of P(
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p

= x) is the following:  P(
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p

= x) = proportion of this population’s SRS’s whose sample proportion is x.  

·    From this table P(
[image: image98.wmf]ˆ

p

= 0.90) = 0.23 which means that 23% of samples have a 90% germination rate.  

·   Or we could also interpret this as:     The probability of selecting a random sample with a 90% germination rate is 23%.

·  The sampling distribution of 
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is totally described by the following:

· Values taken by
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are: 0, 1/n, 2/n, 3/n, …., (n-1)/n, 1

· The probability that a randomly selected sample will take the value k/n is given by
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· This formula is hard and time consuming to use.  On page 15 set 5 notes you are given the approximate distribution of
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when the sample size is large enough.  This approximate distribution is the normal distribution and it is much easier to calculate normal probabilities than binomial probabilities. 

EX 7 continued:  Suppose we perform the following binomial experiment: 
· 20 seeds are randomly selected and
[image: image103.wmf]ˆ

p

= proportion of seeds in the sample that germinate.

· [image: image150.emf] 
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We now repeat this experiment 1000 times.  Because we’ve repeated the experiment 1000 times, we have 1000 values for 
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p

= proportion of germinating seeds in the sample.
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· What is the shape of the histogram comprised of these 1000
[image: image106.wmf]ˆ

p

values?

· What are the mean and SD of these 1000 SRS’s
[image: image107.wmf]ˆ

p

values?
What happens to the sampling distribution when we change the sample size n?

EX 8:
Suppose the true proportion of TAMU students that smoke (at least a little) is 18%.  In each histogram below are plotted 1000 
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 values calculated from 1000 SRS’s.  
· p = 0.18.  This is the proportion of all TAMU students who smoke (population parameter)

· 
[image: image109.wmf]p
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 = the proportion of students in a sample who smoke (statistic for this sample)
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Mean of 1000 sample proportions is 0.18









Standard deviation is 0.12
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Key Points:

Formulas for the sampling distribution of the sample proportion

We now consider samples of size n randomly selected from a population in which the proportion of successes is p.  The proportion of successes in the sample is expressed as
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p

.

The sampling distribution of the sample proportion
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p

takes the following parameter values:

Mean = 
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standard deviation = 
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These values hold regardless of sample size.
The shape of the sampling distribution of
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· If both n
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p 
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10 AND n
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(1-p) 
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10, then the shape of the sampling distribution of
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is approximately normal with mean and SD(
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) given above.  We write this as

[image: image125.wmf]ˆ

p

~ N( p, 
[image: image126.wmf]ˆ

p

s

2)

If either n
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p <10 or n
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(1-p) <10, then the shape of the sampling distribution of 
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will not be approximately normal and we will have to use the binomial formula to calculate probabilities.  
EX 9:
In England, the percent of pregnant women who smoke during pregnancy is 20%.  
[This is just to let you know that pregnant women smoke, even though they shouldn’t.]  
Of all babies in England who die from sudden death syndrome (SDS), the percent whose moms smoked during pregnancy is 86%.  
A SRS is taken of English babies who died from SDS.  The sample proportion of those whose mom’s smoked during pregnancy is calculated. 

· What is p?

· For samples of size 50,  find the mean and SE of the sampling distribution of 
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= sample proportion of SID’s babies whose mom’s smoked during pregnancy.
· 
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· Is the shape of the sampling distribution of
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approximately normal when n = 50?

· Remember, we must have both n
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p 
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10 AND n
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(1-p) 
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10 for the distribution to be approximately normal

· Answer: 
·  What is the minimum sample size needed for the distribution of 
[image: image138.wmf]p

ˆ

to be approximately normal for this scenario?
EX 9 continued:
  Recall that in the population of all babies in England who die from sudden death syndrome (SDS), the proportion whose moms smoked during pregnancy is .86.

Suppose now that we have a random sample of 200 English babies who died from sudden death syndrome and we find that 84% had moms smoked during pregnancy.

· What is the number .86?  Select from the list below.
· Statistic

· Parameter

· Sample mean

· Population mean

· Sample proportion

· Population proportion

· What is the number .84?  Select from the list below.

· Statistic

· Parameter

· Sample mean

· Population mean

· Sample proportion

· Population proportion

· If we take samples of 200 babies many times, the sampling distribution of the sample proportion will be?

· 
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· 
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· Find the probability that in the random sample of 200 English babies who died of SIDS, fewer than 182 had moms that smoked. 
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