STAT 511 Course Notes set 4

Random Variables
In set 3 of the notes, we study the basic probability theory, where the outcome of an experiment can be anything. In order to make analytical analysis, one need to transform the outcome of an experiment to numerical values.  
Note: Categorical variables can also represented by binary values.
Random variable:  

· For a given sample space S of some experiment, a random variable (rv) is any rule that associates a number with each outcome in S. In mathematical language, a random variable is a function whose domain is the sample space and whose range is the set of real numbers.

· We usually let X stand for the random variable. 

Examples:
Consider the experiment of tossing a fair coin three times independently. Define the random variable X to be the number of heads obtained in the three tosses. A complete enumeration of the value of X for each point in the sample space is:
	s
	HHH
	HHT
	HTH
	THH
	TTH
	THT
	HTT
	TTT

	X(s)
	3
	2
	2
	2
	1
	1
	1
	0


Consider the experiment that we toss coin until first head shows up. Define the random variable to be the number of Tails before the first Head shows up.
	s
	H
	TH
	TTH
	TTTH
	TTTTH
	….

	X(s)
	0
	1
	2
	3
	4
	….


Consider the experiment of tossing a fair dice two times independently. Define the random variable X to be the summation of the two value.
Consider the experiment where we measure the chemical reaction time. We can define a random variable by an identity function.
Two basic types of Random variable:
Discrete: is an rv whose possible values is countable.
Continuous: is an rv whose possible values consists either of all numbers in a single interval on the number line or all numbers in a disjoint union of such intervals, and no possible value of the variable has positive probability, that is, P(X = c) =0 for all possible c.
Probability distribution: The probability distribution of a random variable is tells us the randomness of this random variable. This randomness is complete determined by the probability function on S, and the random variable function X(s).
Probability distribution of a discrete random variable
Terminology and Notation:
· Capital letters, such as X, are used to represent the random variable.  

· Lower case letters, like x, refer to particular values taken by the random variable.

Definiton:
For any real value x:

[image: image1.emf].
For any set B of real values:

[image: image2.emf].
The probability mass function of a discrete variable is defined as 
[image: image3.emf].
Note: The probability distribution of discrete rv also satisfies all the axioms.
Examples:
Consider also the experiment of tossing a fair coin three times independently. Define the random variable X to be the number of heads obtained in the three tosses. The rv is:
	s
	HHH
	HHT
	HTH
	THH
	TTH
	THT
	HTT
	TTT

	X(s)
	3
	2
	2
	2
	1
	1
	1
	0


The pmf is:
	x
	0
	1
	2
	3

	p(x)
	1/8
	3/8
	3/8
	1/8


Consider the experiment that we toss coin until first head shows up. Define the random variable to be the number of Tails before the first Head shows up.
	s
	H
	TH
	TTH
	TTTH
	TTTTH
	….

	X(s)
	0
	1
	2
	3
	4
	….


The pmf is:
	x
	0
	1
	2
	…..

	p(x)
	1/2
	1/4
	1/8
	…..


Consider a group of five potential blood donors—a, b, c, d, and e—of whom only a and b have type O+ blood. Five blood samples, one from each individual, will be typed in random order until an O+ individual is identified. Let the rv be the number of typings necessary to identify an O+ individual. Then the pmf of Y is
	x
	1
	2
	3
	4

	p(x)
	
	
	
	


Note: the pmf completely determines the randomness of the discrete random variable. Or we can claim that we know everything about this rv once we have the knowledge of its pmf.
Cumulative distribution function (cdf): F(x) of a discrete rv variable X with pmf p(x) is defined for every number x by

[image: image4.emf]
Note: the cdf is not only defined on the possible values of X, but any value on R.
Example:
Consider also the experiment of tossing a fair coin three times independently. Define the random variable X to be the number of heads obtained in the three tosses. The cdf of this rv is 
	x
	
[image: image5.emf]
	 [0,1)
	 [1,2)
	[2,3)
	[3,
[image: image6.emf])

	F(x)
	0
	1/8
	4/8
	7/8
	8/8


The plot of this function is a step function:
Note: cdf is a exactly equivalent representation of pmf. Given the cdf, we can also retrieve the pmf using p(x) = F(x)-F(x-) = the jump at x in the cdf plot.
Expected values (population mean)
Consider a census data, recall the formula for population mean:

[image: image7.emf],
which is the weighted average based on frequency.
Definition of the expected value of a discrete rv:

[image: image8.emf].
Example
Let X be number of children born up to and including the first boy. Assume p is the probability of having a toy in each birth, then
[image: image9.emf]for all positive integer x. Then the mean is 

[image: image10.emf]
Note: one need to be careful about infinite summation.
Sometimes interest will focus on the expected value of some function h(X) rather than on just E(X).
Define a new rv Y=h(X), then
 
[image: image11.emf]
Proposition: the expected value of a function of discrete rv X is

[image: image12.emf]
Example:
Consider also the experiment of tossing a fair coin three times independently. Define the random variable X to be the number of heads obtained in the three tosses. What is E(3-X)?
Proposition: 
[image: image13.emf]
Population variance
Definition of the expected value of a discrete rv:

[image: image14.emf].
And the standard deviation is defined as 
[image: image15.emf]
Alternative formula 
[image: image16.emf]
Example
Let X be number of children born up to and including the first boy. Assume p is the probability of having a toy in each birth, then
[image: image17.emf]for all positive integer x. Then the variance is 

[image: image18.emf]
Proposition: 
[image: image19.emf]
Discrete Distribution I: Binomial and Bernoulli distributions
Suppose a pmf function is completely determined by some quantity. Such a quantity is called a parameter of the distribution. The collection of all probability distributions for different values of the parameter is called a family of probability distributions. In the section, we study some popular discrete distribution families.
Bernoulli trial: A Bernoulli trail is an experiment with two, and only two, possible outcomes. And A random variable X has a Bernoulli(p) distribution if its pmf follows:

[image: image20.emf]
where 0 and 1 stand for two different outcomes (usually called failure and success).
The mean and variance of a Bernoulli(p) random variable are easily seen to be EX = (1)(p) + (0)(1 − p) = p and VarX = (1 − p)2 p + (0 − p)2 (1 − p) = p(1 − p).
Binomial experiment: consists of n indepedent Bernoulli trials with same parameter p. Let X be the number of successes among all these n trials, then X has a Binomial distribution, denoted as Bin(n, p).
pmf of Binomial distribution Bin(n,p): 

[image: image21.emf]if x=1,…,n
cdf of Binomial distribution Bin(n,p): 

[image: image22.emf]
There is no simple formula for the cdf.
Mean and variance of Binomial distribution Bin(n,p)

[image: image23.emf]
Discrete Distribution II: hypergeometric and negative binomial
Suppose there are N balls ( M red balls, and N-M black balls) in a urn. Every time, you draw a ball from the urn. Let X be the totall number of red balls among n draws.
If every time after you draw the ball, you actually put the ball back into the urn, i.e. draw with replacement, then X follows a Bin(n, M/N) distribution.
If every time after you draw the ball, you don’t put the ball back into the urn, i.e. draw without replacement, then X follows the so-called hypergeometric distribution hm(n,M,N).
Alternative interpretation: Binomial experiment is drawing from an infinite population, and hypergeometric experiment is drawing from a finite population.
pmf of hm(n,M,N): 

[image: image24.emf]if 
[image: image25.emf]
Mean and variance of hm(n,M,N)

[image: image26.emf]
What is the difference comparing with mean and variance of binomial rv?
Example: Five individuals from an animal population thought to be near extinction in a certain region have been caught, tagged, and released to mix into the population. After they have had an opportunity to mix, a random sample of 10 of these animals is selected. 
(1) Let X be the number of tagged animals in the second sample. If there are actually 25 animals of this type in the region, what is the probability that (a) X = 2 ? (b) X is less than 2 ?
(2)S uppose the population size N is not actually known, so the value x is observed and propose a way to estimate N based on x.
Negative Binomial experiment: consists of indefinite number of indepedent Bernoulli trials with same parameter p. The experiment stops when r successes have been observed. 
Let X be the number of failures that precede the rth success, then X has a Negative Binomial distribution, denoted  as NBin(r, p).
pmf of Nbin(r,p): 

[image: image27.emf]if x is a nonnegative integer.
Mean and variance of hm(n,M,N)

[image: image28.emf]
Discrete Distribution III: Poisson distribution
Poisson distribution: is a discrete distribution with pmf

[image: image29.emf], for all nonnegative integer x.
Note: This is a legitmate pmf, which follows by the Taylor expansion of exponential function.
Mean and variance of poisson distribution

[image: image30.emf]
Why poisson distribution is important?
It is a limit of binomial distribution: 
[image: image31.emf]
It is additive: the sum of two independent poisson rv’s is still a poisson rv.
Poisson process.
	R provides four utility functions for each of the many commonly used distributions: 

r- for data simulation, 

d- for probability density function (pdf), 

p- for cumulative distribution function (cdf), and 

q- for quantiles (inverse of cdf). 

Sample code:

rbinom(7,5,0.6); rpois(10,5.5); rhyper(7,9,6,5) dbinom(0:5,5,0.6); dpois(0:10,5.5); dhyper(0:5,9,6,5) pbinom(0:5,5,0.6); cumsum(dbinom(0:5,5,0.6)) qpois(c(0,.25,.5,.75,1),5.5); ppois(0:10,5.5)


Continuous random variables:  
· The possible values taken by a continuous variable form an interval.  Consequently, there are an infinite number of possible values for a continuous random variable. 

· X = weight of randomly chosen subject in a population.  The possible values taken by this random variable is the interval [weight of least heavy subject, weight of heaviest] 

· The shape of this distribution is bell shaped.  

· Because there are an infinite number of possible outcomes, it is impossible to find probabilities by adding as we did with discrete random variables.

· Instead, we will calculate probabilities by finding areas under a density curve. 

· X = weight of a randomly chosen subject from the population.

The density curve would look like a smoothed out histogram of the weights of all people in the population but with a different scale for the vertical axis.

Density curves:  
· The density curve describes the overall pattern of a distribution.  The area defined by this curve is 1.

· You can think of a density curve as a smooth line drawn over the tops of the bars in a histogram.  The y-axis (vertical) scale has to be changed to make the total area of the bars equal to 1.

We calculate probabilities by finding areas under the density curve 
EX:     X = distance, in feet, a randomly selected 5 year old can throw a baseball.

The probability a randomly selected child can throw between 3 and 5 feet is the proportion of children in the population who can throw a baseball between 3 and 5 feet.  Suppose we have a census of the population.  Then   

P( 3 < X < 5) =   

We can think of this in terms of areas as follows:

P(3 < X <  5)
[image: image32.wmf]area under density between 3 and 5

 =  = area under density curve between 3

 and 5

total area under density curve


Handy facts for continuous random variables:

P(X = c) for any number c.


P(X ≤ c) = P(X < c)







The Normal Distribution 
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We use the Normal distribution when we have a continuous random variable with a density curve that is symmetric, unimodal and bell shaped.

The Normal distribution can be completely described by its population mean (and standard deviation ().

Notation:    X ~ N(  ,  2 ) means the variable X is normally distributed with mean  and standard deviation  and the shape of the distribution is a bell shape. 
What are some continuous random variables that would follow an approximately Normal distribution?
· Height of males
· Crop yield
· Length of pregnancy
The shape of the normal distribution is determined by the population mean (and standard deviation ().
· The mean is always in the center of highest point
· determines how wide the plot is.
Relating probabilities to 
· 68.27% of the observations fall within 1 standard deviation of the mean.
· 95.45% of the observations fall within 2 standard deviations of the mean.
· 99.73% of the observations fall within 3 standard deviations of the mean.
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z-scores:  The z-score is  
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· The z-score is the number of standard deviations an observed value  x is from 
· Observations larger than the mean have a positive z - score
· Observations smaller than the mean have a negative z - score
· Because the z–score is the number of standard deviations, it doesn’t have any units.  In a sense it standardizes data values.
Example:  The height of adult males in North America is approximately normally distributed with mean 70.0 inches and standard deviation 4.0 inches.
· What is the z -score of a man whose height is 62 inches? 
· Interpret this z –score in the context of this example?
Key point:  The farther a z -score is from zero, the less likely it is for that value of x to be 



observed.
· A z-score of 8.31 is unusual.
· Corresponds to a male height of x = 
· A z-score of 1.52 is not so unusual.
· Corresponds to a male height of x = 
As mentioned, z-scores are useful because they don’t have units.  A z-score is the standardized value of x which makes it useful for judging whether or not an event is unusual. 
Example:  Many investigators have studied the relationship between asbestos exposure and death from chronic obstructive pulmonary disease (COPD).
Suppose that among workers exposed to asbestos in a shipyard in 1980, 33 died over a 10-year period from COPD.  Based on statewide mortality rates for COPD, only 24 such deaths would be expected (average # deaths for this # people = 24) with a standard deviation of 4.9.
Is this number of deaths (33) from COPD in this group excessive?
The Standard Normal Distribution:  
Suppose the variable of interest has normal distribution.  X = variable value of a subject (or experimental unit) selected at random from the population.  We know that
X ~ N(  ,  2 )  
· We can use the z-score formula to standardize all variable values to standard deviations that don’t depend on units.
· If X is normally distributed then the z-scores are also normally distributed.  The probability distribution of the z score has mean of 0 and standard deviation of 1.
· This distribution is known as the standard Normal distribution and is represented 
by Z
· Z ~ N ( 0, 12 )
Key point:   the z-score is calculated as  
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· The z scores of a population have standard normal distribution
Example 4:  (Text 11.4)  Suppose X is the height of a randomly chosen woman.  The distribution of heights in this population is given by X ~ N(65, 3.52).  What is the probability that a randomly selected adult female will be shorter than 68 inches?  .
· Write this in mathematical notation
·  Calculate the z-score.
· [image: image76.png]


This gives us the # standard deviations x is from μ.
NEXT:  Draw a picture:
· Line up the two distributions:
X ~ N(65, 3.52)
Z ~ N(0,12)
· P(X < x) = P(Z < z)
P(X < 68) = P(Z < 0.86)
Now all we have to do is find P(Z < 0.86).  This is easy because we can look it up in a table.
Aside on what we did in the previous page:  
· We want to find the probability that a randomly selected individual has a characteristic.  
· In this example, that characteristic is: height is less than 68 inches.  
· We know that this probability is: the proportion of individuals in the population whose height is less than 68 inches.
· Because X = height of a randomly chosen female is a continuous random variable, we relate proportion to the area of part of the density curve for heights in this population. 
· Finally, we make use of the fact that the areas are the same whether we use the density curve for the heights or the density curve for the z-scores of the weights.
Using a Z table to find P(Z < 0.86):   
· We have reduced our problem to finding P( Z < 0.86 ).  
· In general to find P( Z < z ), we look the probability up in what is called a z - table.  This probability is called a cumulative probability.  
· Locate the z-score you calculated on the left column and the top row of the table.
· Then read the corresponding cumulative probability from the body of the table.
· The cumulative probabilities shown give areas under the curve to the left of each z - score.  
[image: image77.png]



  z     .00    .01    .02    .03    .04    .05    .06    .07    .08    .09
0.00  .5000  .5040  .5080  .5120  .5160  .5199  .5239  .5279  .5319  .5359
0.10  .5398  .5438  .5478  .5517  .5557  .5596  .5636  .5675  .5714  .5753
0.20  .5793  .5832  .5871  .5910  .5948  .5987  .6026  .6064  .6103  .6141
0.30  .6179  .6217  .6255  .6293  .6331  .6368  .6406  .6443  .6480  .6517
0.40  .6554  .6591  .6628  .6664  .6700  .6736  .6772  .6808  .6844  .6879
0.50  .6915  .6950  .6985  .7019  .7054  .7088  .7123  .7157  .7190  .7224
0.60  .7257  .7291  .7324  .7357  .7389  .7422  .7454  .7486  .7517  .7549
0.70  .7580  .7611  .7642  .7673  .7704  .7734  .7764  .7794  .7823  .7852
0.80  .7881  .7910  .7939  .7967  .7995  .8023  .8051  .8078  .8106  .8133
0.90  .8159  .8186  .8212  .8238  .8264  .8289  .8315  .8340  .8365  .8389
1.00  .8413  .8438  .8461  .8485  .8508  .8531  .8554  .8577  .8599  .8621
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Z Table: Negative Values
Body of table gives area under Z curve 
to the left of z. 
Example: P[Z < -2.92] = .0018 
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  z    .00    .01    .02    .03    .04    .05    .06    .07    .08    .09
-3.80 .0001  .0001  .0001  .0001  .0001  .0001  .0001  .0001  .0001  .0001
-3.70 .0001  .0001  .0001  .0001  .0001  .0001  .0001  .0001  .0001  .0001
-3.60 .0002  .0002  .0001  .0001  .0001  .0001  .0001  .0001  .0001  .0001
-3.50 .0002  .0002  .0002  .0002  .0002  .0002  .0002  .0002  .0002  .0002
-3.40 .0003  .0003  .0003  .0003  .0003  .0003  .0003  .0003  .0003  .0002
-3.30 .0005  .0005  .0005  .0004  .0004  .0004  .0004  .0004  .0004  .0003
-3.20 .0007  .0007  .0006  .0006  .0006  .0006  .0006  .0005  .0005  .0005
-3.10 .0010  .0009  .0009  .0009  .0008  .0008  .0008  .0008  .0007  .0007
-3.00 .0013  .0013  .0013  .0012  .0012  .0011  .0011  .0011  .0010  .0010
-2.90 .0019  .0018  .0018  .0017  .0016  .0016  .0015  .0015  .0014  .0014
-2.80 .0026  .0025  .0024  .0023  .0023  .0022  .0021  .0021  .0020  .0019
-2.70 .0035  .0034  .0033  .0032  .0031  .0030  .0029  .0028  .0027  .0026
-2.60 .0047  .0045  .0044  .0043  .0041  .0040  .0039  .0038  .0037  .0036
-2.50 .0062  .0060  .0059  .0057  .0055  .0054  .0052  .0051  .0049  .0048
-2.40 .0082  .0080  .0078  .0075  .0073  .0071  .0069  .0068  .0066  .0064
-2.30 .0107  .0104  .0102  .0099  .0096  .0094  .0091  .0089  .0087  .0084
-2.20 .0139  .0136  .0132  .0129  .0125  .0122  .0119  .0116  .0113  .0110
-2.10 .0179  .0174  .0170  .0166  .0162  .0158  .0154  .0150  .0146  .0143
-2.00 .0228  .0222  .0217  .0212  .0207  .0202  .0197  .0192  .0188  .0183
-1.90 .0287  .0281  .0274  .0268  .0262  .0256  .0250  .0244  .0239  .0233
-1.80 .0359  .0351  .0344  .0336  .0329  .0322  .0314  .0307  .0301  .0294
-1.70 .0446  .0436  .0427  .0418  .0409  .0401  .0392  .0384  .0375  .0367
-1.60 .0548  .0537  .0526  .0516  .0505  .0495  .0485  .0475  .0465  .0455
-1.50 .0668  .0655  .0643  .0630  .0618  .0606  .0594  .0582  .0571  .0559
-1.40 .0808  .0793  .0778  .0764  .0749  .0735  .0721  .0708  .0694  .0681
-1.30 .0968  .0951  .0934  .0918  .0901  .0885  .0869  .0853  .0838  .0823
-1.20 .1151  .1131  .1112  .1093  .1075  .1056  .1038  .1020  .1003  .0985
-1.10 .1357  .1335  .1314  .1292  .1271  .1251  .1230  .1210  .1190  .1170
-1.00 .1587  .1562  .1539  .1515  .1492  .1469  .1446  .1423  .1401  .1379
-0.90 .1841  .1814  .1788  .1762  .1736  .1711  .1685  .1660  .1635  .1611
-0.80 .2119  .2090  .2061  .2033  .2005  .1977  .1949  .1922  .1894  .1867
-0.70 .2420  .2389  .2358  .2327  .2296  .2266  .2236  .2206  .2177  .2148
-0.60 .2743  .2709  .2676  .2643  .2611  .2578  .2546  .2514  .2483  .2451
-0.50 .3085  .3050  .3015  .2981  .2946  .2912  .2877  .2843  .2810  .2776
-0.40 .3446  .3409  .3372  .3336  .3300  .3264  .3228  .3192  .3156  .3121
-0.30 .3821  .3783  .3745  .3707  .3669  .3632  .3594  .3557  .3520  .3483
-0.20 .4207  .4168  .4129  .4090  .4052  .4013  .3974  .3936  .3897  .3859
-0.10 .4602  .4562  .4522  .4483  .4443  .4404  .4364  .4325  .4286  .4247
-0.00 .5000  .4960  .4920  .4880  .4840  .4801  .4761  .4721  .4681  .4641
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Z Table: Positive Values
Body of table gives area under 
Z curve to the left of z. 
Example: P[Z < 1.16] = .8770 

  z    .00    .01    .02    .03    .04    .05    .06    .07    .08    .09
0.00  .5000  .5040  .5080  .5120  .5160  .5199  .5239  .5279  .5319  .5359
0.10  .5398  .5438  .5478  .5517  .5557  .5596  .5636  .5675  .5714  .5753
0.20  .5793  .5832  .5871  .5910  .5948  .5987  .6026  .6064  .6103  .6141
0.30  .6179  .6217  .6255  .6293  .6331  .6368  .6406  .6443  .6480  .6517
0.40  .6554  .6591  .6628  .6664  .6700  .6736  .6772  .6808  .6844  .6879
0.50  .6915  .6950  .6985  .7019  .7054  .7088  .7123  .7157  .7190  .7224
0.60  .7257  .7291  .7324  .7357  .7389  .7422  .7454  .7486  .7517  .7549
0.70  .7580  .7611  .7642  .7673  .7704  .7734  .7764  .7794  .7823  .7852
0.80  .7881  .7910  .7939  .7967  .7995  .8023  .8051  .8078  .8106  .8133
0.90  .8159  .8186  .8212  .8238  .8264  .8289  .8315  .8340  .8365  .8389
1.00  .8413  .8438  .8461  .8485  .8508  .8531  .8554  .8577  .8599  .8621
1.10  .8643  .8665  .8686  .8708  .8729  .8749  .8770  .8790  .8810  .8830
1.20  .8849  .8869  .8888  .8907  .8925  .8944  .8962  .8980  .8997  .9015
1.30  .9032  .9049  .9066  .9082  .9099  .9115  .9131  .9147  .9162  .9177
1.40  .9192  .9207  .9222  .9236  .9251  .9265  .9279  .9292  .9306  .9319
1.50  .9332  .9345  .9357  .9370  .9382  .9394  .9406  .9418  .9429  .9441
1.60  .9452  .9463  .9474  .9484  .9495  .9505  .9515  .9525  .9535  .9545
1.70  .9554  .9564  .9573  .9582  .9591  .9599  .9608  .9616  .9625  .9633
1.80  .9641  .9649  .9656  .9664  .9671  .9678  .9686  .9693  .9699  .9706
1.90  .9713  .9719  .9726  .9732  .9738  .9744  .9750  .9756  .9761  .9767
2.00  .9772  .9778  .9783  .9788  .9793  .9798  .9803  .9808  .9812  .9817
2.10  .9821  .9826  .9830  .9834  .9838  .9842  .9846  .9850  .9854  .9857
2.20  .9861  .9864  .9868  .9871  .9875  .9878  .9881  .9884  .9887  .9890
2.30  .9893  .9896  .9898  .9901  .9904  .9906  .9909  .9911  .9913  .9916
2.40  .9918  .9920  .9922  .9925  .9927  .9929  .9931  .9932  .9934  .9936
2.50  .9938  .9940  .9941  .9943  .9945  .9946  .9948  .9949  .9951  .9952
2.60  .9953  .9955  .9956  .9957  .9959  .9960  .9961  .9962  .9963  .9964
2.70  .9965  .9966  .9967  .9968  .9969  .9970  .9971  .9972  .9973  .9974
2.80  .9974  .9975  .9976  .9977  .9977  .9978  .9979  .9979  .9980  .9981
2.90  .9981  .9982  .9982  .9983  .9984  .9984  .9985  .9985  .9986  .9986
3.00  .9987  .9987  .9987  .9988  .9988  .9989  .9989  .9989  .9990  .9990
3.10  .9990  .9991  .9991  .9991  .9992  .9992  .9992  .9992  .9993  .9993
3.20  .9993  .9993  .9994  .9994  .9994  .9994  .9994  .9995  .9995  .9995
3.30  .9995  .9995  .9995  .9996  .9996  .9996  .9996  .9996  .9996  .9997
3.40  .9997  .9997  .9997  .9997  .9997  .9997  .9997  .9997  .9997  .9998
3.50  .9998  .9998  .9998  .9998  .9998  .9998  .9998  .9998  .9998  .9998
3.60  .9998  .9998  .9999  .9999  .9999  .9999  .9999  .9999  .9999  .9999
3.70  .9999  .9999  .9999  .9999  .9999  .9999  .9999  .9999  .9999  .9999
3.80  .9999  .9999  .9999  .9999  .9999  .9999  .9999  .9999  .9999  .9999
Basics on how to calculate all Normal probabilities
Key points to remember:
· The Z table only gives you P(Z < z)
· To find any probability not of the form P(X< x) you must use formula 2,3 or 4 given below;
First calculate  
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Find z on the edges of the table.  Look up the cumulative probability in the middle of the table    
RULES:
1. P( X < x ) = P ( Z < z )  This is called a cumulative probability and it is given in the Z table.  
2. P( X > x ) = P( Z > z ) = 1   P( Z < z ) 
· Ans:  1 – # in middle of table associated with z
3. P( a < X < b) = P( za < Z < zb ) =  P( Z  < zb) – P(Z < za ).
· Ans:  (cumulative probability for zb ) (cumulative probability for za )
4. P( X < a or X > b) = P( Z < za or Z > zb ) =  P(Z < za ) + [1  P( Z < zb )]
· Ans:   (cumulative probability for za ) + [1  (cumulative probability for zb )] 
Example
Assume that the wingspan of adult dragonflies is normally distributed with μ = 4 inches and σ = 0.25 inches.  Let X represent the wingspan of a randomly chosen adult dragonfly.
What is the distribution of X in mathematical notation?

a) Find the probability the wingspan of a randomly selected adult dragonfly is less than 4.3 inches.

     First calculate the z score:  
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   Look up cumulative probability for 1.20.
     Solution:  By rule 1:                
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b) Find the probability that a randomly selected adult dragonfly has a wingspan of more than 4.3 inches.
Solution:  By rule 2                
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c) Find the probability that a randomly selected adult dragonfly has a wingspan between 3.61 and 4.73 inches.
Find the z scores:  
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Solution:  By rule 3    
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   = .9982 .0594 = .9388
d) Find the probability that a randomly selected adult dragonfly has a wingspan less than 3.8 or greater than 4.2 inches.
Find the z scores: 
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     Solution:  By rule 4    
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Finding the Value of x when given a Probability or a Proportion  (Text 11.6)
1. In some problems, you will be given a probability and asked to find the corresponding variable value x.  To do these problems, just work backwards!  First DRAW A PICTURE.
2. Figure out what proportion or probability you are given.
3. Next, if this probability is not a cumulative probability, determine the cumulative probability associated with the probability you found in step 3.
4. Then find the z-score that corresponds to the cumulative probability of interest.
5. To find the answer, which is the value of x, use the formula 
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Example 6

What wingspan is longer than 90% of all adult dragonfly wingspans?     
1. First draw a picture.
2. The 90% corresponds to a cumulative probability of 0.90.
3. This proportion is a cumulative probability so go to step 4.
4. Read the corresponding z-score from the left column and top row.

 z     .00    .01    .02    .03    .04    .05    .06    .07    .08    .09
0.00  .5000  .5040  .5080  .5120  .5160  .5199  .5239  .5279  .5319  .5359
0.10  .5398  .5438  .5478  .5517  .5557  .5596  .5636  .5675  .5714  .5753
0.20  .5793  .5832  .5871  .5910  .5948  .5987  .6026  .6064  .6103  .6141
0.30  .6179  .6217  .6255  .6293  .6331  .6368  .6406  .6443  .6480  .6517
0.40  .6554  .6591  .6628  .6664  .6700  .6736  .6772  .6808  .6844  .6879
0.50  .6915  .6950  .6985  .7019  .7054  .7088  .7123  .7157  .7190  .7224
0.60  .7257  .7291  .7324  .7357  .7389  .7422  .7454  .7486  .7517  .7549
0.70  .7580  .7611  .7642  .7673  .7704  .7734  .7764  .7794  .7823  .7852
0.80  .7881  .7910  .7939  .7967  .7995  .8023  .8051  .8078  .8106  .8133
0.90  .8159  .8186  .8212  .8238  .8264  .8289  .8315  .8340  .8365  .8389
1.00  .8413  .8438  .8461  .8485  .8508  .8531  .8554  .8577  .8599  .8621
1.10  .8643  .8665  .8686  .8708  .8729  .8749  .8770  .8790  .8810  .8830
1.20  .8849  .8869  .8888  .8907  .8925  .8944  .8962  .8980  .8997  .9015
1.30  .9032  .9049  .9066  .9082  .9099  .9115  .9131  .9147  .9162  .9177
1.40  .9192  .9207  .9222  .9236  .9251  .9265  .9279  .9292  .9306  .9319
1.50  .9332  .9345  .9357  .9370  .9382  .9394  .9406  .9418  .9429  .9441
1.60  .9452  .9463  .9474  .9484  .9495  .9505  .9515  .9525  .9535  .9545
5. Un-standardize to transform the z-score back to the original x scale.
· Since z = (x– μ)/σ, the equation for x is 
[image: image46.wmf]xz

ms

=+


· x = 4 + (         )(0.25)
ANSWER:  The wingspan that is longer than 90% of all adult dragonfly wingspans is ____ inches.
What wingspan is less than 80% of all adult dragonfly wingspans?
1. Draw a picture.
2. We are given .80 as the proportion of interest.
3. NOTE:  .80 is not a cumulative probability. The cumulative probability is .20.
4. Find the proportion 0.20 in the body of the Z-table and then look up the z –score.
5. Un-standardize to transform z – score back to the original x scale using 
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Note: The answer to questions of this type will always be a variable value 
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Between what two lengths do the middle 95% of all adult dragonfly wingspans fall?
1. Draw a picture
2. Since we want the middle 95%, we actually have to look up the numbers corresponding to the boundaries of this region.  The cumulative probabilities of interest are:  
How can you decide if a set has normal distribution? 
· While Normal distributions provide good descriptions of some distributions of real data, it is risky to assume that a distribution is Normal without actually inspecting the data.
· Histograms and box plots can reveal distinctly non-Normal features of a distribution, such as if there are outliers or if the data is skewed or bi-modal.
· If the histogram or box plot appears roughly symmetric and unimodal, however, we need a more sensitive way to judge the adequacy of a Normal model.
· The most useful tool for assessing Normality is another graph, the Normal quantile plot (or Normal QQ plot).
Normal QQ Plots 
· If the points follow the line, we say that the distribution is approximately normal.
· If the points have systematic departures from the line, we say that the distribution is not normal.
Normal
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Binomial Distribution
We now switch to discrete random variables and concentrate on the case of a categorical variable taking only 2 values:  success and failure.
We are also limiting ourselves to studies (or experiments) where either:
1. A random sample of n subjects is selected and the number of subjects taking the value success is the number of interest.
2. A random experiment (called a trial) is repeated n times and the number of trials taking the value success is the number of interest.
Example 7:
Example of case 1:  A group of 100 men aged 60 to 64 years old received a new flu vaccine in 1996 and 5 of them died within the next year.  
Question of interest: Does getting a flu vaccination increase chance of death for men aged 60-64?  We answer this by determining if 5 out of 100 dying an unusual event, or can this death rate be expected for people for this age-sex group?  
We assume these 100 men represent a random sample
Variable of interest:  Whether or not died within the year.  The value “success” =  Died within a year 
Example 8:
Example of case 2:  The Space Shuttle Challenger 
On January 28, 1986, at 11:39 A.M., while travelling at Mach 1.92 at an altitude of 46,000 feet, the space shuttle Challenger was totally enveloped in an explosive burn that destroyed the shuttle and resulted in the deaths of all seven astronauts aboard. What happened? What was the cause of this catastrophe?  This was the twenty-fifth shuttle mission. Each of the preceding 24 missions had been successful.  So, in 25 Space Shuttle missions, there is exactly 1 explosion.
Question of interest:  What is the probability of at least one shuttle failure in 25 shuttle missions?
Trial:  One Space Shuttle Mission
Variable of interest:  Whether or not the Shuttle explodes during the mission with the value “success” = Shuttle explodes
In both examples, we are counting the number of successes.  What we want to be able to do is calculate probabilities associated with these counts.
To calculated these probabilities, we need to know p = population proportion of successes.
Example 7 revisited:  Flu and impact on death rate for men 60-64 years of age 
p =  the proportion of all men aged 60 to 64 years old who die within a year.  
In probability notation this is p = P(randomly chosen man aged 60-64 will die within the year).
To answer both of these questions, we’ll make use of the binomial random variable.
The binomial random variable 
· X = # successes in a random sample of size n  (case 1)
· X= # of successes in n  trials (case 2)
Binomial random variables are associated with binomial experiments:
Binomial experiments generally fit the following format: (Text 12.1)
1. There are a fixed number n of identical trials of the experiment.
· In case 1 where we randomly select n subjects, a trial = randomly selecting 1 of the n subjects for the study.  So, randomly selecting n subjects is equivalent n trials.  The outcome of a trial is the variable value of the randomly chosen subject.
2. Each trial results in one of two outcomes, which for convenience we call “success” (S) and “failure” (F).
3. The point of the study is to count the number of successes in n trials.  We set the binomial random variable to be X= # of successes in n trials.   In a binomial setting, X, has the binomial distribution with parameters n and p. The number n is the number of observations or trials, and the parameter p = the probability of a success in any one trial. The possible values of X are the whole numbers from 0 to n.
4. Requirement:  The probability of a success = p  is the same for each trial.  
· In the Space Shuttle example, p = probability a Space Shuttle Launch results in the shuttle exploding.
· For the number of explosions in the Space Shuttle example to fit the binomial experiment, we must assume that each Space Shuttle Launch has the same chance exploding.
5. Requirement:  The results of the n trials are all independent. That is, one trial’s outcome isn’t influenced by another trial’s outcome.
· For Example 8 to be an example of a binomial experiment, we must assume that whether or not a Space Shuttle Launch explodes is independent of what happened in the previous launches.  We know this isn’t true, because after the 25th launch, they changed the launches to reduce the chance of another shuttle exploding.
· In case 1 where a random sample is selected, if the population from which we select is large enough, then we can assume the subjects are independent from one another.

The following example is to lead you through the reasoning for finding the probability a binomial experiment will have a particular outcome:
Example (Text 12.3):  Each child born to a particular set of parents has probability 0.25 of having blood type O. If these parents have 5 children, what is the probability that exactly 2 of them have type O blood?
· Trial = one kid and kid’s blood type – type O is considered a success
· n = 5
· p = 0.25
· X = # of kids with type O blood
Step 1. Find the probability that a specific 2 of the 5 tries, say the first and the third, give successes. This is the outcome SFSFF. The probability we want is:

P(SFSFF) = P(S)P(F)P(S)P(F)P(F) = (0,25)(0.75)(0.25)(0.75)(0.75) = (0.25)2 (0.75)3
Step 2. Observe that any one arrangement of 2 S’s and 3 F’s has this same probability. The probability that      X = 2 is the probability of getting 2 S’s and 3 F’s in any arrangement whatsoever. Here are all the possible arrangements:

There are 10 in all and all have the same probability. The overall probability of 2 successes is 
P(X=2) = 10 (0.25)2 (0.75)3 = 0.2637
The pattern of the previous calculation works for any binomial probability. To use it, we must count the number of arrangements of k successes in n observations.
The number of ways of arranging k successes among n observations is given by the binomial coefficient 
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for value of k = 0,1,2, …, n
The formula for binomial coefficients uses the factorial notation. For any positive integer n, its factorial n! is
n! = n
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1   NOTE:   0! = 1
Observe that any one arrangement of 2 S’s and 3 F’s has this same probability. 
The probability that  X = 2 is the probability of getting 2 S’s and 3 F’s in any arrangement whatsoever. Here are all the possible arrangements:
· The binomial coefficient in this case is given by: 
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If X~ Bi(n,p ), in other words X = binomial random variable with n observations and probability p of success on each observation, then  the possible values of X are 0, 1, 2, …, n. If k is any one of these values, 

Example 9:

One of the most frequent reasons for visiting a doctor in the first 2 years of life other than routine well-baby visits is otitis media, a disease of the middle ear.  The probability that a child will have no episodes of otitis media is 0.13.  Suppose 5 children are chosen at random.  The number of children who have had no episodes of otitis media is recorded.  
Here, success = no episodes, n = 5, p = P(success) = 0.13. 
X~ Bi (n = 5, p = 0.13) 
The distribution of X is given by P( X = k )  = 
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What is the probability that 2 or fewer of the 5 randomly chosen children had no episodes of otitis media?  
· P( X 
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 2 ) = P( X = 0) + P( X = 1) + P( X = 2)=
= 
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Example 8 continued:  The Space Shuttle Challenger 
On January 28, 1986, at 11:39 A.M., while travelling at Mach 1.92 a an altitude of 46,000 feet, the space shuttle Challenger was totally enveloped in an explosive burn that destroyed the shuttle and resulted in the deaths of all seven astronauts aboard. What happened? What was the cause of this catastrophe?  This was the twenty-fifth shuttle mission. Each of the preceding 24 missions had been successful.
The report of the Presidential Commission assigned to investigate the accident concluded that the explosion was caused by the failure of the O-ring seal in the joint between the two lower segments of the right solid rocket booster. The seal is supposed to prevent super hot gases from leaking through the joint during the propellant burn of the booster rocket. The failure of the seal permitted a jet of white-hot gases to escape and to ignite the liquid fuel of the external fuel tank.  The fuel tank fire burst destroyed the Challenger.  What were the chances of this event occurring?
· In a 1985 report, NASA claimed that the probability of such a failure was about 1/60000, or about once in every 60,000 flights. 
· But a 1983 risk assessment study conducted for the Air Force assessed the probability of a shuttle catastrophe due to booster rocket “burn-through” to be 1/35, or about once in every 35 missions.
If it is assumed that
(1) p = probability of shuttle catastrophe due to booster failure, remains the same from mission to mission, and 
(2) the performance of the booster rockets on one mission is independent of the performance of the boosters on other missions, then the number, X, of shuttle catastrophes due to booster failure in n missions can be treated as a binomial random variable.
· Accordingly, the probability that no disasters would have occurred during 25 missions is P(X=0) = (1-p)25
· If we use NASA's probability of shuttle catastrophe then p = 1/60000 = .0000167 and the probability of no catastrophes in 25 missions is 0.9996.
· If we use the probability of catastrophe from the study prepared for the Air Force then              p =1/35 = .02857 and the probability of no catastrophes in 25 missions is 0.4845.
Given the events of January 28, 1986, which risk assessment - NASA's or the Air Force's - appears to be more appropriate?
NOTE:  Using the Air Force’s value, the probability of at least one catastrophe is 


P(X>0) = 1 – P(X=0) = 1 – 0.4845 = 0.5155
Example 10:  Suppose a group of 100 men aged 60 to 64 years old received a new flu vaccine in 1996 and 5 of them died within the next year.  Is this event unusual, or can this death rate be expected for people for this age-sex group?  
Specifically, what is the probability that least 5 of 100 randomly chosen men aged 60 to 64 years old will die in the next year?  If this probability is low, this implies that the flu vaccine increases the chance of dying within the year.  If the probability isn’t low (above 0.050) then the chances are that 5 dying is within the normal range of variability in death rates we’d expect to see in a random sample of 100 men.  
The expected annual death rate in 60 to 64 year old men was found in the 1986 U.S. life tables.  These tables tell us that 
P( a randomly chosen man aged 60-64 will die within the year ) = 0.02.
The distribution of the binomial random variable has a mean and standard deviation  
(text 12.5). 
If we repeated a binomial experiment many, many times and calculate  X =  # successes in each experiment, we could calculate the mean and standard deviation of X.  What we’d find is:
· Mean = np
· Standard deviation  = 
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(Text 12.6)  Using the binomial formula is awkward when n starts getting large.  We can approximate the distribution to the binomial distribution with the normal distribution.  As n gets larger and larger, the binomial distribution becomes closer and closer to the normal approximation.
For practical purposes, n is large enough when both n
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 10.  
· Is the binomial distribution well approximated by the normal distribution is example 10 above?
Notation:    X ~ Bi(n,p)  means X is a binomial random variable with   p = the probability of a success in any one trial,  n = # trials
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