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> Let X1,..., Xy~ N(pj,02),i=1,...,n
» Need to find the distribution of the quadratic form

Y = % 27:1 Xi2
» Direct integration suggests that the mgf of this distribution is
tZ?_ M2
M(t) = =1
(&)= @ opnz &P [02(1 — 21

for any t<%

> In general, a random variable with an mgf
M(t) = (1_21t),/26t9/(1*2t) is said to have a noncentral
chi-squared distribution with r df and a noncentrality

parameter 6
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If & =0, the mgf is M(t) = — and we are back to x?

1
(1-2¢t)
We will use the notation x2(6) for the noncentral chi-squared

v

v

Conclude that the quadratic form
Y = 5300 XP ~ XA 17 /o).
If each p; =0, Y ~ x2

v
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Remarks about non-centrality parameter

» Note that for Y = % S X? its non-centrality parameter
lod 1= 1
can be computed by replacing each X; in the quadratic form

by its mean.

» This is not a random occurence; let Q@ = Q(Xi,...,X,) be a
quadratic form in normally distributed variables s.t.
Q/0? ~ X2(6)

» Then, its noncentrality parameter is 0 = Q(u1, ..., ftn)/0?

» Moreover, if Q/U2 is a chi-square variable (central or
non-central) for a set of values p1, ..., up, it is chi-square for
all real values of these means

» Finally, Hogg-Craig's theorem is valid for both central and
non-cenral chi-square variables
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Noncentral F

> Recall that for independent U ~ Xfl, V ~ X%: the ratio
r2U
F= W ~ Frn

> Now, take U ~ x%(0), V ~x%, U and V are independent

» The ratio U
r
F= rliv ~ thfz(e)

is a noncentral F with noncentrality parameter 6
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Introduction to multiple comparisons

» Consider random variables Xi,..., X ~ N(1;,0?) and
independent
» For known real constants ki, ..., k; want to find a confidence

interval for Zj?:l kifij
» Take a random sample size a X1}, Xaj, . . ., Xaj from N(u;, o?)
» Clearly, X = @ ~ N(uj,0?/a); also

7 1 (Xj— X;)?/o? ~ x*(a— 1) and the two are independent
» Moreover, aII_of the 2b random variables )_(j,

S (X — X[)? /o areindependent
» Also, all X1, X2, X, and Z e X

[oa

independent; the latter is Xb(a—l)
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Introduction to multiple comparisons

» Define X — Zjl-’zl kj)_(j; clearly, Z is normal with mean
Z;’Zl kit and variance (ZJ 1 kf) 2/a
» Also, Z is independent of

b
- a—l ZZ v
_/1/

1

» Verify that
Z ki X ZJ 1 ki

(V/a) X5 K

T =

has tp(,_1) distribution
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Introduction to multiple comparisons

> With probability 1 — «,

» Do we need to derive this procedure for all possible linear
combinations of means, e.g. > — p1, i3 — W etc

» Or is it possible to have a simultaneous confidence interval for
all of them?
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Scheffe's multiple comparison procedure

» The following confidence interval works simultaneously for all
linear combinations

b _ b v
> kiXj— | bd | > K -
j=1 j=1
b b _ b v
<Y ki <D kXj+ | bd | Y K2 -
Jj=1 Jj=1 Jj=1

where d = F,, p, p(a—1) is the a percentile of the respective
F-distribution

> It is typically very conservative
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