HWS Solution

6.4.2 Recall that, the variance of a random variable can be expressed in terms
of the moments as 0% = po — p?. Hence, the method of moments estimator of
the population variance is given by 6% = ma —m3. To check if this estimator
is unbiased we compute

E (mg —mf) = pg — (Var (my) + E* (m1)) = pg — (% (12 — i) +#f)
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Hence, this estimator is not unbiased.

6.4.3 The method of moments estimator of the coefficient of variation of a
random variable X is \/mg —m%/m;. Now let Y = ¢X. The E(Y) = cE(X)
and Var(Y) = ¢? Var(X) . Therefore, the coefficient of variation of Y is

c¢Sd (X) /cE(X) =Sd (X) /E(X)
which is the coefficient of variation of X.

6.4.7 The empirical cdf is given by the following table. The sample median is
estimated by —.03 and the first quartile is —1.28, while the third quartile is .98.
The value F'(2) is estimated by F'(2) = F'(1.36) = .90.

io2w  Flew) i we  F(aa)
1 —142 006 11 000 055
2 -135 010 12 038  0.60
3 -134 015 13 040 0.5
4 —-120 020 14 044  0.70
5 -128 025 15 098 0.7
6 -102 030 16 106  0.80
7 —058 035 17 106 085
§ —035 040 18 136  0.90
9 —024 045 19 205 095
10 —0.03 050 20 213  1.00



7.1.3 First, the prior distribution of 6 is N (0,10), therefore, the prior proba-
bility that @ is positive is 0.5. Next, the posterior distribution of @ is

1 10\"'/10 1 10\* 2
N((ﬁ+T) (T)’(E+T) )_N(O.99010,9.9010x 1072).

Therefore, the posterior probability that 8 > 0 is
1-® ((O —0.99010) /4/9.9010 x 10—2) =1-®(—3.1466) = 1—0.0008 = 0.9992.

7.1.5 The likelihood function is given by L (0| zy,...z,) = QL,,I[E(")’OO) (6). The

prior distribution is the same as in the previous exercise. The posterior distri-
bution of @ is then given by

m(0|z1,..Tp) X ea—n—le_ﬁollx(n)yoo) )/ g"1e=P9 dp.

Z(n)



