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We propose a new Bayesian neural network classi�er, different from that
commonly used in several respects, including the likelihood function,
prior speci�cation, and network structure. Under regularity conditions,
we show that the decision boundary determined by the new classi�er
will converge to the true one. We also propose a systematic implementa-
tion for the new classi�er. In our implementation, the tune of connection
weights, the selection of hidden units, and the selection of input variables
are uni�ed by sampling from the joint posterior distribution of the net-
work structure and connection weights. The numerical results show that
the new classi�er consistently outperforms the commonly used Bayesian
neural network classi�er and the support vector machine in terms of gen-
eralization performance. The reason for the inferiority of the commonly
used Bayesian neural network classi�er and the support vector machine
is discussed at length.

1 Introduction

Support vector machines (SVMs) have recently been proposed as a tech-
nique for solving pattern classi�cation problems (Boser, Guyon, & Vapnik,
1992; Cortes & Vapnik, 1995) and have rapidly gained in popularity due
to their theoretical merits, computational simplicity, and excellent perfor-
mance in real-world applications. The excellence is certainly based on a
comparison with other classi�cation tools, such as nearest neighbor, dis-
criminant analysis, and neural networks. For example, Ding and Dubchak
(2001) and Markowetz, Edler, and Vingron (2002) showed numerically that
SVMs outperform neural networks and other classi�cation tools in protein
fold class prediction. Breiman (2002) commented that the excellent perfor-
mance of SVMs is beginning to supplant the use of neural networks.

However, SVMs have two drawbacks despite their successes. One is that
their decision boundary is determined only by support vectors. The bound-
ary will be severely biased from the true one if some of the support vectors
were statistical outliers. The support vectorsoften contain some extreme val-
ues of the populations. The low reliability of the extreme values often makes
the decision boundary of SVMs not reliable at all. The other drawback is
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that it does not take account of the uncertainty of data. As many researchers
know, the methods that take account of data uncertainty—for example, the
ensemble method (Perrone & Cooper, 1993; Rosen, 1996; Krogh & Vedelsby,
1995) and Bayesian model averaging (Raftery, Madigan, & Hoeting, 1997)—
often have better generalization performance than methods that ignore data
uncertainty.

One the other hand, we note that the inferiority of neural networks in
classi�cations is due to implementations instead of their intrinsic capabil-
ity. In particular, the implementations often suffer from the two dif�cul-
ties. First is the necessity of a priori speci�cation for the network structure,
namely, the number of hidden units and input variables, assuming that the
output variables have been determined by the problems. An inappropriate
network structure often results in an over�tting or insuf�cient learning to
the training data, and thus a poor generalization performance. The second
dif�culty is the lack of ef�cient training algorithms. The deterministic train-
ing algorithms such as backpropagation (Rumelhart, Hinton, & Williams,
1986), conjugate gradient, and their variants, usually converge to some lo-
cal minima of the objective functions. This problem becomes more serious
as the network size increases. Bayesian neural networks (BNNs) (Mackay,
1992; Neal, 1996) provide a natural framework for alleviating the above dif-
�culties. First, the priors for the network structure and connection weights
work naturally as a regulation term for network training. It controls the
selection of input variables, the number of hidden units, and the range of
the weight values. Second, Markov chain Monte Carlo (MCMC) methods
are naturally used to train the networks, sampling from the joint posterior
of the network structure and connection weights. It avoids the local minima
problem encountered by the deterministic training algorithms. Third, the
data uncertainty can be take into account, as Bayesian model averaging is
naturally used for �tting and prediction with the MCMC outputs. For an
overview of the BNN classi�ers, see Thodberg (1996) and Husmeier, Penny,
and Roberts (1999).

In this letter, we propose a new BNN classi�er, different from that pro-
posed in Neal (1996) in several respects, including the likelihood function,
network structure, and prior speci�cation. Under regularity conditions, we
show that the decision boundary determined by the new classi�er will con-
verge to the true one. We also propose a systematic implementation for the
new classi�er. The tune of connection weights, the selection of hidden units,
and the selection of input variables are uni�ed by sampling from the joint
posterior of the network structure and connection weights. The numerical
results show that the new BNN classi�er outperforms SVMs and other BNN
classi�ers in all examples in this letter. The reason for the inferiority of the
other BNN classi�ers and SVMs is discussed at length.

In section 2, we give a brief description of SVMs. In section 3, we describe
the new BNN classi�er and show that it will asymptotically converge to
the true classi�cation function under regularity conditions. In section 4,
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we describe the numerical implementation for the new BNN classi�er. In
section 5, we present our numerical results with extensive comparisons to
SVMs and other BNN classi�ers. In section 6, we conclude with a brief
discussion.

2 SVM Classi�ers

In this section, we give a brief description of SVMs. Given the training
data f.xi; yi/gN

iD1 with explanatory variables xi 2 Rp and the corresponding
binary class labels yi 2 f¡1; C1g, the SVM classi�er is constructed in the
form

y.x/ D sign

2

4
mX

jD1

wjÃj.x/ C b

3

5 D sign[w0Ã.x/ C b]; (2.1)

where Ã.x/ D [Ã1.x/; : : : ; Ãm.x/]0 denotes a set of nonlinear transforma-
tions from the input space to the feature space, and w D [w1; : : : ; wm]0 is the
set of linear weights connecting the feature space to the output space. The
underlying assumption of equation 2.1 is that the data from two classes can
always be separated by a hyperplane with an appropriate nonlinear map-
ping Ã.¢/ to a suf�ciently highly dimensional feature space. The nonlinear
mapping Ã.¢/ is related to the kernel function through

K.x1; x2/ D Ã.x1/0Ã.x2/;

where the kernel K.¢; ¢/ is symmetric and positive de�nite from Mercer’s
theorem (Mercer, 1909). Typically, one has the following choices for the
kernel function: K.x; xi/ D x0xi (linear kernel); K.x; xi/ D .x0xi C 1/d

(polynomial kernel of degree d 2 N); and K.x; xi/ D expf¡kx ¡ xik2
2=2¾ 2g

(radial basis function (RBF) kernel). Note that the Mercer condition holds
for all ¾ and d values in the RBF and polynomial kernels.

The linear weights in equation 2.1 are computed through minimizing the
objective function

minw;» JSVM.w; »/ D
1
2

w0w C C
NX

iD1
»i;

subject to

(
yiw

0Ã.xi/ ¸ 1 ¡ »i; i D 1; : : : ; N;

»i ¸ 0 i D 1; : : : ; N;

(2.2)

where »i’s are slack variables that are introduced to allow for some misclas-
si�cation due to overlap distributions. The C is a user-speci�ed positive real
number. It controls the trade-off between the complexity of the machine and
the number of nonseparable patterns. With the so-called Kuhn-Tucker con-
struction (Fletcher, 1987; Bertsekas, 1995), the optimization problem, equa-



1962 F. Liang

Optimal hyperplane

Figure 1: Illustration of the optimal hyperplane of SVMs for two linearly sepa-
rable classes. The hyperplane is determined only by the support vectors, which
are shown as the �lled squares and circles.

tion 2.2, can be solved by solving its dual problem, and the resulting optimal
classi�cation hyperplane can then be expressed as

f .x/ D
NX

iD1

yi O®iK.xi; x/ C b¤;

where . O®1; : : : ; O®N/ denotes the solution to the dual problem, and b¤ is cho-
sen so that yi f .xi/ D 1 for any i with C > O®i > 0. The decision rule for
the classi�cation is given by sign[ f .x/]. The property of the optimal hyper-
plane can be illustrated by Figure 1. In this case, the two classes are linearly
separable (a linear kernel is used), and the support vectors are those xi’s
satisfying the condition

Ow0xi C b¤ D C1 for yi D C1;

Ow0xi C b¤ D ¡1 for yi D ¡1;

where Ow D
PN

jD1 yj O®jxj. The Kuhn-Tucker conditions imply that the follow-
ing equalities hold:

O®i[yi. Ow0xi C b¤/ ¡ 1] D 0; i D 1; : : : ; N: (2.3)

Therefore, only those O®i’s corresponding to the support vectors can be
nonzero and thus contribute to the construction of the optimal hyperplane.
In this sense, we say that the decision boundary of the SVMs is determined



A Bayesian Neural Network Classi�er 1963

locally by the support vectors, and the information contained in the other
vectors is ignored in the boundary construction. If the support vectors un-
fortunately contain some statistical outliers, the resulting boundary may be
severely biased from the true one. For linearly nonseparable cases, the opti-
mal hyperplane is determined similarly, but with the slack variables being
taken into account.

3 Bayesian Neural Network Classi�ers

Suppose we have a group of data D D f.xi; yi/gN
iD1, where xi 2 Rp are

explanatory variables and yi indicates the class membership. For problems
of two classes, yi is represented by a single digit, 0 or 1. For problems of
multiple classes, yi is represented by a binary vector, and class membership
is indicated by the position of its only component of 1. A one hidden layer
feedforward neural network model (illustrated by Figure 2) with weight
eliminations approximates yi by a group of q functions (corresponding to q
output units) of the form

gj.xi/ D Áo

"
®j0I®j0 C

pX

kD1

xik®jkI®jk C
MX

lD1

¯jlI j̄l Áh

Á
°l0I°l0 C

pX

kD1

xik°lkI°lk

!#
;

j D 1; : : : ; q; (3.1)

where ®j0 denotes the bias of the jth output unit, ®jk denotes the weight on the
shortcut connection from the kth input unit to the jth output unit; ¯jl denotes
the weight on the connection from the lth hidden unit to the jth output unit;
°l0 denotes the bias of the lth hidden unit, °lk denotes the weight on the
connection from the kth input unit to the lth hidden unit; I³ is an indicator
function that indicates the effectiveness of the connection ³ ; M denotes
the maximum number of hidden units speci�ed by users; and Áo.¢/ and
Áh.¢/ denote the activation functions of the hidden units and output units,
respectively. Sigmoid and hyperbolic tangent functions are two popular
choices for the activation functions. In this letter, we set Áh.¢/ D tanh.¢/ for
all examples to ensure that the output of a hidden unit is 0 if all connections
to the hidden unit from the input units have been eliminated, and thus the
hidden unit can be eliminated from the network without any effect on the
outputs. This is not the case for the sigmoid function, which will return a
constant of 0.5 if the input is zero. Extra work is needed to make the constant
be absorbed by the bias term if we want to delete the hidden unit from the
network. The Áo.¢/ is set according to the problem under consideration.
For the problems of binary classes, we set Áo.¢/ to the sigmoid function
Áo.z/ D 1=.1 C exp.¡z//, and for the problems of multiple classes, we set
Áo.¢/ to the softmax function (Ripley, 1994) exp.zi/=

P
j exp.zj/ to ensure the

outputs sum to one. These settings also ensure the probability interpretation
of the BNN outputs.
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Input Units

Bias Unit

Hidden Units

Output Units

Figure 2: A fully connected one-hidden-layer feedforward neural network with
four input units, three hidden units, and two output units. The arrows show the
direction of data feeding, where each hidden unit independently processes the
values fed to it by units in the preceding layer and then presents its output to
units in the next layer for further processing.

For simplicity, in the following, we will suppress the bias terms ®j0; °10;

: : : ; °M0 by treating them as the weights on the connections exiting from
an additional input unit with a constant input, say, xt0 ´ 1. Let 3 be the
vector consisting of all indicators of equation 3.1. Note that 3 speci�es the
structure of the network. Let ® D .®jk/q£.pC1/, ¯ D .¯jk/q£M, ° D .°jk/M£.pC1/,
and µ3 D .®3; ¯3; °3/, where ®3, ¯3, and °3 denote the nonzero subsets
of ®, ¯, and °, respectively. Thus, the model 3.1 is completely speci�ed by
the tuple .3; µ3/. For simplicity, in the following, we will denote the model
by µ3 only. To show the dependence of gj.xi/ on the model, we will also
write it as gj.xi; µ3/.

To conducta Bayesian analysis formodel 3.1, we �rst de�ne the likelihood
function as

P.y j x; µ3/ / expf¡¿H.µ3/g; (3.2)

where ¿ is a tunable parameter, and

H.µ3/ D
NX

iD1

qX

jD1

[gj.xi; µ3/ ¡ yij]2:
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Note that this likelihood is not normalized. It can not be used directly for
Bayesian inference, as its normalizing constant may contain the unknown
parameters. With the same technique as that adopted by Sollich (2002), we
avoid the problem by assuming an additional distribution for x such that
the normalizing constant gets canceled out. If equation 3.2 is normalized as

P.y j x; µ3/ D expf¡¿H.µ3/g=z1.µ3; x/;

where z1.µ3; x/ is chosen to normalize P.y j x; µ3/ across all possible
values of y, then we choose

P.x j µ3/ D Q.x/z1.µ3; x/=z2.µ3/;

where Q.¢/ is any positive function, and z2.µ/ is the normalizing constant.
Thus, we have the joint distribution

P.D j µ3/ D P.y j x; µ3/P.x j µ3/

D expf¡¿H.µ3/gQ.x/=z2.µ3/; (3.3)

so z1.µ3; x/ is canceled out fromthe expression. More precisely,we can write
z1.µ3; x/ D

QN
iD1 z0.µ3; xi/, where z0.µ3; xi/ is the normalizing constant

of the distribution,

P.y i j xi; µ3/ D exp

8
<

:¡¿

qX

jD1

[gj.xi; µ3/ ¡ yij]2

9
=

; =z0.µ3; xi/;

corresponding to the ith observation; write Q.x/ D
QN

iD1 Q.xi/; and write
z2.µ3/ D [

R
Q.xi/z0.µ3; xi/ dxi]N, which depends on the sample size of the

given data set.
We specify the following log-prior distribution for µ3,

log P.µ3/ D Constant C meff log ¸ ¡ log.meff!/ ¡ meff

2
log.2¼/

¡ 1
2

qX

jD1

pX

kD0

I®jk

Á
log ¾ 2

® C
®2

jk

¾ 2
®

!

¡
1
2

qX

jD1

MX

kD1

I j̄k±

Á
pX

lD0

I°jl

! Á
log ¾ 2

¯ C
¯2

jk

¾ 2
¯

!

¡
1
2

MX

jD1

pX

kD0

±

Á
qX

lD1

I¯lj

!
I°jk

Á
log ¾ 2

° C
° 2

jk

¾ 2
°

!

C log z2.µ3/; (3.4)
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where ±.s/ is 1 if s > 0 and 0 otherwise, meff is the total number of effec-
tive connections of µ3, meff D

Pq
jD1

Pp
kD0 I®jk C

Pq
jD1

PM
kD1 I¯jk±.

Pp
lD0 I°jl / C

PM
jD1

Pp
kD0 ±.

Pq
lD1 I¯lj /I°jk . In the prior P.µ3/, z2.µ3/ can be regarded as a

weighting factor. Since the weighting factor depends on the sample size of
the given data set, we may have some dif�culty in probability interpreta-
tion. That is, if one constructs a distribution for a data set of size N C 1 and
then marginalizes over xNC1 and yNC1, one does not obtain the same distri-
bution as if one had assumed from the start that there were only N points.
As pointed out by Sollich (2002), “While this may seem objectionable on
theoretical grounds, in most applications one has to deal with a single,
given, data set—and thus a single value of N—and then this objection is
irrelevant.”

If the weighting factor were ignored, it is equivalent to assume the fol-
lowing independent priors for the network weights and structure: ®3 »
N.0; ¾ 2

®I®/, ¯3 » N.0; ¾ 2
¯ I¯/, and °3 » N.0; ¾ 2

° I°/, where I is an iden-
tity matrix with appropriate order and 3 is subject to a prior probability
that is proportional to the mass put on meff by a truncated Poisson with
rate ¸,

QP.3/ D
(

1
z3

¸meff

meff !
; meff D 3; 4; : : : ; U;

0 otherwise;
(3.5)

where U D .p C 1/.M C q/ C Mq is the total number of connections of a
model with all I³ D 1, and z3 D

P
32Ä ¸meff =meff! Here we let Ä denote the

set of all possible BNN structures with 3 · meff · U. We set the minimum
number of meff to three based on our views: neural networks are usually
used for complex problems, and three has been a small enough number as
a limiting network size. The ¾ 2

® , ¾ 2
¯ , ¾ 2

° , and ¸ are all hyperparameters to be
speci�ed by users (discussed below).

In equation 3.5, we use QP.3/ to indicate it is a probability distribution,
but not the real prior probability we put on 3. Similarly, we let Q¼.µ3 j 3/

denote the prior density of µ3 given structure 3 by ignoring the weighting
factor. Thus, we have the following log posterior,

log P.µ3 j D/ D log P.D j µ3/ C log P.µ3/ ¡ log Z.D/

D log Q.x/ ¡ ¿H.µ3/ C log QP.3/ C log Q¼.µ3 j 3/

D Constant ¡ ¿H.µ3/ C meff log ¸ ¡ log.meff!/

¡ meff

2
log.2¼/ ¡ 1

2

qX

jD1

pX

kD0

I®jk

Á
log ¾ 2

® C
®2

jk

¾ 2
®

!
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¡ 1
2

qX

jD1

MX

kD1

I¯jk±

Á
pX

lD0

I°jl

! Á
log ¾ 2

¯ C
¯2

jk

¾ 2
¯

!

¡
1
2

MX

jD1

pX

kD0

±

Á
qX

lD1

I¯lj

!
I°jk

Á
log ¾ 2

° C
° 2

jk

¾ 2
°

!
; (3.6)

where Z.D/ is the normalizing constant of the posterior.
The rationale of the likelihood function can be argued as follows. First,

we rewrite H.µ3/ as

H.µ3/ D
qX

jD1

NX

iD1

[gj.xi; µ3/ ¡ yij]
2 D

qX

jD1

Hj.µ3/:

For each Hj.¢/, we have

Hj.µ3/ D
NX

iD1

[gj.xi; µ3/ ¡ yij]2

D N

8
<

:
N0

N
1

N0

X

yijD0

[gj.xi; µ3/ ¡ 0]2 C N1

N
1

N1

X

yijD1

[gj.xi; µ3/ ¡ 1]2

9
=

; ;

where N0 and N1 denote the number of cases of yij D 0 and 1, respectively.
As N ! 1,

lim
N!1

1
N

Hj.µ3/ D P.yj D 0/

Z
[gj.x; µ3/]2P.x j yj D 0/ dx

C P.yj D 1/

Z
[gj.x; µ3/ ¡ 1]2P.x j yj D 1/ dx

D
Z

[gj.x; µ3/]2P.x/ dx

¡ 2
Z

gj.x; µ3/P.yj D 1 j x/P.x/ dx

C
Z

P.x; yj D 1/ dx

D constant C
Z

[gj.x; µ3/ ¡ P.yj D 1 j x/]2P.x/ dx;

where the constant term is independent of µ3. Thus, we have

lim
N!1

1
N

H.µ3/ D constant

C
qX

jD1

Z
[gj.x; µ3/ ¡ P.yj D 1 j x/]2P.x/ dx; (3.7)
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which means that the maximizer of ¡¿H.µ3/ minimizes the distance of the
network output from the true classi�cation function in the limit of in�nite
data. We note that Duda, Hart, and Stork (2001) have a similar derivation
with the above.

For a given input pattern x0 drawn from the same distributions with the
training patterns, the posterior mean of gj.x0/ can be written as

E[gj.x0/ j D] D
P

32Ä
QP.3/

R
gj.x0; µ3/ expf¡¿H.µ3/g Q¼.µ3 j 3/ dµ3

P
32Ä

QP.3/
R

expf¡¿H.µ3/g Q¼.µ3 j 3/ dµ3

;

j D 1; : : : ; q: (3.8)

The integrals in equation 3.8 can be approximated using the following for-
mula (Laplace’s method):

Z
b.µ/ expf¡nh.µ/g dµ

D .2¼=n/p=2j6j1=2 expf¡nh. Oµ /gb. Oµ/f1 C O.n¡1/g; (3.9)

as n ! 1, where b.¢/ is a general function that does not depend on n, h.µ/

is a constant-order function of n as n ! 1, p is the dimension of µ , Oµ is
the maximizer of ¡h.µ/, and 6 D .D2h. Oµ//¡1 is the inverse of the negative
Hessian matrix evaluated at Oµ .

For the general formulation, see Kass and Vaidyanathan (1992). By ap-
plying Laplace’s method to the numerator of equation 3.8 with b.¢/ D
gj.x0; µ3/¼.µ3 j D/, we have

X

32Ä

QP.3/

Z
gj.x0; µ3/ expf¡¿H.µ3/g Q¼.µ3 j 3/ dµ3

¼
X

32Ä

QP.3/.2¼=N/meff j63j1=2

£ exp
n

¡N
¿

N
H. Oµ3/

o
gj.x0; Oµ3/ Q¼. Oµ3 j D/

¼ P.yj D 1 j x0/
X

32Ä

QP.3/.2¼=N/meff j63j1=2

£ exp
n

¡N
¿

N
H. Oµ3/

o
Q¼. Oµ3 j D/; (3.10)

where the �rst approximationfollows from the Laplace formula, 3.9, and the
second approximationfollowsfromthe following fact: AsN ! 1, it follows
from equation 3.7 that gj.x; Oµ3/ D P.yj D 1 j x0/ holds for all j D 1; : : : ; q at
the maximizer of ¡¿H.µ3/=N. Here we assume that the number of hidden
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units of 3 is suf�ciently large to approximate the true classi�cation function
arbitrarily well with properly adjusted weights (White, 1992). j D 1; : : : ; q.

Similarly, by applying Laplace’s method to the denominator of equa-
tion 3.8 with b.¢/ D ¼.µ3 j D/, we have

X

32Ä

QP.3/

Z
expf¡¿H.µ3/g Q¼.µ3 j 3/ dµ3

¼
X

32Ä

QP.3/.2¼=N/meff j63j1=2 exp
n
¡N

¿

N
H. Oµ3/

o
Q¼. Oµ3 j D/: (3.11)

Following from equations 3.10 and 3.11 and the approximation accuracy
(O.n¡1/) of Laplace’s method, we have

E[gj.x0/ j D] ¡! P.y0 j D 1 j x0/; j D 1; : : : ; q; (3.12)

for a given ¿ as N ! 1. This result will be further con�rmed by our
numerical results in section 5. The immediate implication of equation 3.12
is that if the posterior distribution, equation 3.6, can be sampled from by an
MCMC method, then P.y0j D 1 j x0/ can be estimated by

E[gj.x0 j D/] D 1
N

NX

iD1

g.x0; µ3;i/; (3.13)

where µ3;1; µ3;2; : : : ; µ3;N denote the posterior samples from an MCMC
run. Following from standard MCMC results (Smith & Roberts, 1993) and
equation 3.12, we have

E[gj.x0 j D/] ¡! P.y0 j D 1 j x0/ a.s. for all j D 1; : : : ; q (3.14)

for a given ¿ as N ! 1 and N ! 1. Hence, the estimator, equation 3.13,
is consistent conditional on the given data set D, and we can state that
with a suf�cient number of training samples and an effective MCMC sam-
pler, the true classi�cation function can be approximated by equation 3.13
with a suf�cient number of posterior samples. Thus, if x0 is a new sample
point, its class membership can be naturally predicted (based on the given

sample .x; y/) by the values of E[gj.x0 j D/]’s. For the problems of binary

classes, it will be classi�ed as class 1 if E[g1.x0 j D/] ¸ 0:5 and class 0 oth-
erwise. For the problems of multiple classes, it will be classi�ed as class ·

if · D arg max1·j·qE[gj.x0 j D/]. Considering the dif�culty of probability
interpretation caused by the data-size dependent prior, the above predic-
tion procedure can be regarded as an approximation to a proper Bayesian
prediction. But it really works well in practice, as shown in this letter.
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For data preparation and hyperparameter setting, we have the following
suggestions. To avoid some weights that are trained to be extremely large
or small to accommodate different scales of the input variables, we suggest
that all input variables be normalized before feeding to the networks. The
hyperparameters include ¾ 2

® , ¾ 2
¯ , ¾ 2

° , ¸, ¿ , and M. Based on the belief that
a network with a large weight variation usually has a poor generalization
performance,we suggest that ¾ 2

® ,¾ 2
¯ , and ¾ 2

° should be set to moderate values
to penalize a large weight variation. For example, we set ¾ 2

® D ¾ 2
¯ D ¾ 2

° D 5
for all examples of this letter. The setting should also be �ne for the other
problems. For M, we suggest that it should be large enough such that the
full model is able to approximate the true function well. Our experience
shows that the classi�er is almost independent of M as long as it has been
large enough. The ¸ and ¿ together control the network size. Just like the
C of SVMs, they control the trade-off between the network complexity and
the training error. The larger are ¸ and ¿ , the larger are the network size
and the smaller the training error. In practice, a cross-validation procedure
can be applied to determine an optimal setting for them. In this article, we
usually give them several settings for each example to show that the new
classi�er is not sensitive to the prior settings. A rule of thumb is to choose ¸

and ¿ such that the number of effective connections is roughly one-tenth of
the total number of training patterns (Weigend, Huberman, & Rumelhart,
1990), although in practice, many successful neural networks employ more
than this number of connections.

For comparison, we also give a brief description of the commonly used
BNN classi�er (Neal, 1996). For simplicity, hereafter we will call Neal’s
classi�er the old BNN classi�er, and call the one we have proposed the new
BNN classi�er. They are different in three respects:

1. Likelihood function. The old BNN classi�er assumes the likelihood
function

f ¤.D j µ3/ D
NY

iD1
g1.xi; µ3/yi .1 ¡ g1.xi; µ3//1¡yi (3.15)

for the problems of two classes, and the likelihood function

f ¤.D j µ3/ D
NY

iD1

qY

jD1

gj.xi; µ3/yij (3.16)

for the problems of multiple classes. Figure 3 compares the term
¡¿H.µ3/ (which plays the role of log-likelihood function for the new
BNN classi�er) and the log-likelihood value of equation 3.15 for a spe-
ci�c input pattern with class label y D 1. It is clear that equation 3.15
puts a more severe penalty on the misclassi�ed patterns than does
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Figure 3: Comparison of ¿H.µ3/ (dotted curve, ¿ D 1) and the log-likelihood
value of equation 3.15 (solid curve) for a speci�c input pattern .x0; y0/ with
y0 D 1. The x-axis represents the network output g.x0; µ3/, that is, the estimated
probability P.y0 D 1 j x0; µ3/.

equation 3.2. It implies that the old BNN classi�er may have a ten-
dency to over�t to the data, and thus may be inferior to the new one
in generalization.

2. Prior speci�cation. Neal (1996) developed a so-called automatic rel-
evance determination (ARD) prior for the old BNN classi�er. In the
ARD prior, each input variable has associated with it a hyperparam-
eter that controls the magnitudes of the weights on the connections
out of that input unit.

3. Network structure. The old BNN classi�er works on a pre�xed struc-
ture. But the ARD prior works as a model selection mechanism for
input variables. The hyperparameters in the prior control the magni-
tudes of the related weights, and thus control the effect of the input
variables on output. See Neal (1996) for more descriptions for the
ARD prior. In the new BNN classi�er, each connection weight asso-
ciates with an indicator variable. The resulting network structure is
often sparse and depends less on the initial speci�cation for the input
variables and the number of hidden units.
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The major difference between the new and old BNN classi�ers is in like-
lihood instead of the prior speci�cation and the network structure selection.
In the latter two respects, they share some common features.

4 Computational Implementation

In this article, we propose an MCMC sampler, so called the tempered re-
versible jump MCMC (TRJ-MCMC), for simulation from the posterior of
the BNN models. TRJ-MCMC is a combination of parallel tempering (Geyer,
1991; Hukushima & Nemoto, 1996) and reversible jump MCMC (RJMCMC)
(Green, 1995) and has incorporated their advantages. It allows dimensional
jumping of the systems, as in RJMCMC, but avoids being stuck in local
energy minima by the simulations at high temperature levels as in parallel
tempering. The algorithm is described as follows.

Suppose we would like to sample from a distribution f .»/ / exp.¡E.»//,
where E.¢/ denotes an energy function of » and it corresponds to the neg-
ative log-posterior value in a simulation from a posterior distribution. In
TRJ-MCMC, a sequence of distributions f1.»/; : : : ; fn.»/ is �rst constructed:
fi.»/ / expf¡E.»/=tig; i D 1; : : : ; n; where ti is called the temperature
of fi.¢/. The temperature sequence t D .t1; : : : ; tn/ forms a ladder with
t1 > ¢ ¢ ¢ > tn ´ 1. Issues related to the choice of the temperature ladder can
be found in Geyer and Thompson (1995) and Liang and Wong (2000). Let
»i denote a sample from fi.¢/; we follow Liang and Wong (2000) in calling
it an individual. The n individuals »1

; : : : ; »n form a population denoted
by z D f»1

; : : : ; »ng. We further assume that all individuals in the same
population z are mutually independent, and they have the following joint
density:

f .z/ / exp

(
¡

nX

iD1

E.»i/=ti

)
: (4.1)

TRJ-MCMC works by sampling from f .z/ directly. The samples of inter-
est can be collected at the target temperature level. TRJ-MCMC consists
of two operators, local updating and exchange, described in the following
sections.

4.1 Local Updating. In the local updating operator, an individual, say
»k, is selected at random from the current population z. Then »k is mod-
i�ed to a new individual »k0

by some type of moves (described below).
The new population z0 D f»1; : : : ; »k¡1; »k0

; »kC1; : : : ; »ng is accepted with
probability min(1, rl) according to the Metropolis-Hastings rule (Metropolis,
Rosenbluth, Rosenbluth, Teller, & Teller, 1953; Hastings, 1970), and keeps z



A Bayesian Neural Network Classi�er 1973

unchanged with the remaining probability, where

rl D f .z0/

f .z/

T.z j z0/

T.z0 j z/
D expf¡.E.»k0

/ ¡ E.»k//=tkg
T.z j z0/

T.z0 j z/
; (4.2)

and T.¢ j ¢/ denotes the transition probability between two populations.
The move types we used for this article are “birth,” “death,” and

“Metropolis” as in Green (1995). Let S denote the set of effective connec-
tions of the current neural network »k, and Sc be the complementary set of
S. Let meff D kSk be the number of elements in S (recall the de�nition of
meff in section 2); thus, kSck D U ¡ meff. Let P.meff; birth/, P.meff; death/,
and P.meff; Metropolis/ denote the proposal probabilities of the three types
of moves for a network with meff connections. In our examples, we set
P.meff; birth/DP.meff; death/ D 1=3 for3 < q < U,P.U; death/ D P.3; birth/ D
2=3, P.U; birth/ D P.3; death/ D 0, and P.meff; Metropolis/ D 1=3 for 3 ·
q · U. For convenience, in the remaining part of this section, we will let
i be an index of the output units, j be an index of the hidden units, and
l be an index of the bias unit and input units. Their respective ranges are
1 · i · q, 1 · j · M and 0 · l · p. In the “birth,” move, a connection,
say, ³ , is �rst uniformly chosen from Sc. If ³ 2 f®il : I®il D 0g [ f¯ij : I¯ij D
0;

Pq
uD1 I¯uj ¸ 1g [ f°jl : I°jl D 0;

Pp
uD0 I°ju ¸ 1g, the move is called the type I

“birth” move (illustrated by Figure 4a). In this type of move, only the con-
nection ³ is proposed to add to »k with weight !³ being randomly drawn
from N.0; ¾ 2

»k /, where ¾ 2
»k D

Pmeff
iD1 .wi ¡ Nw/2=.meff ¡ 1/, w1; : : : ; wmeff denote

the effective weights of »k , and Nw D
Pmeff

iD1 wi=meff. The resulting transition
probability ratio is

T.z j z0/

T.z0 j z/
D P.meff C 1; death/

P.meff; birth/

U ¡ meff

m0
del

1
Á.!³ =¾»k /

;

where Á.¢/ denotes the standard normal density, and m0
del denotes the num-

ber of deletable connections of the network »k0
. A connection, say, À, is

deletable from a network if À 2 f®il : I®il D 1g [ f¯ij : I¯ij D 1;
Pq

uD1 I¯uj > 1g
[ f¯ij : I¯ij D 1;

Pq
uD1 I¯uj D 1;

Pp
uD0 I°ju D 1g [ f°jl : I°jl D 1;

Pp
uD0 I°ju >

1g [ f°jl : I°jl D 1;
Pq

uD1 I¯uj D 1;
Pp

uD0 I°ju D 1g.
If ³ 2 f¯ij : I¯ij D 0;

Pq
uD1 I¯uj D 0;

Pp
uD0 I°ju D 0g [ f°jl :

Pq
uD1 I¯uj D

0;
Pp

uD0 I°ju D 0g, the move is called the type II “birth” move (illustrated
by Figure 4b), which is to add a new hidden unit. In this type of move,
if ³ 2 f¯ij : I¯ij D 0;

Pq
uD1 I¯uj D 0;

Pp
uD0 I°ju D 0g, a connection, say, ³ 0,

is uniformly chosen from the set of connections from input units to the
corresponding hidden unit; otherwise, ³ 0 is uniformly chosen from the set
of connections from the corresponding hidden unit to the output units, and
then ³ and ³ 0 are proposed to add to »k together. The weights !³ and !³ 0 are
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(a) (b)

Figure 4: Illustration of the “birth” and “death” moves. The dotted lines denote
the connections to add to or delete from the current network. (a) Type I “birth”
(“death”) move: There is only one connection to add to (from left to right) or
delete from (from right to left) the current network. (b) Type II “birth” (“death”)
move: There are two connections to add to (from left to right) or delete from
(from right to left) the current network simultaneously. The two connections
must be the only two connections associated with that hidden unit; one must
be from input units to that hidden unit, and the other one must be from that
hidden unit to output units.

drawn independently from N.0; ¾ 2
»k/. The resulting transition probability

ratio is

T.z j z0/

T.z0 j z/
D P.meff C 2; death/

P.meff; birth/

2.U ¡ meff/

.1=q C 1=.p C 1//m0
del

1
Á.!³ =¾»k /Á.!³ 0 =¾»k /

:

Once the “birth” proposal is accepted, the corresponding indicators are
switched to 1.

In the “death” move, a connection, say, ³ , is �rst uniformly chosen from
the set of deletable connections of »k. If ³ 2 f®il : I®il D 1g [ f¯ij : I¯ij D
1;

Pq
uD1 I¯uj > 1g [ f°jl : I°jl D 1;

Pp
uD0 I°ju > 1g, the move is called the type

I “death” move (illustrated by Figure 4a). In this type of move, only ³ is
proposed for deletion, and the resulting transition probability ratio is

T.z j z0/

T.z0 j z/
D P.meff ¡ 1; birth/

P.meff; death/

mdel

U ¡ meff C 1

Á.!³ =¾ 0
»k /

1
;

where mdel denotes the number of deletable connections of »k, and ¾ 0
»k de-

notes the sample standard deviation of the connection weights of »k except
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³ . If ³ 2 f¯ij : I¯ij D 1;
Pq

uD1 I¯uj D 1;
Pp

uD0 I°ju D 1g[f°jl : I°jl D 1;
Pq

uD1 I¯uj D
1;

Pp
uD0 I°ju D 1g, the move is called the type II “death” move (illustrated

by Figure 4b), which is to eliminate one hidden unit from the model. In this
type of move, if ³ 2 f¯ij : I¯ij D 1;

Pq
uD1 I¯uj D 1;

Pp
uD0 I°ju D 1g, the only

connection denoted by ³ 0 from some input unit to the corresponding hidden
unit is also proposed for deletion together with ³ ; otherwise, the connection
denoted by ³ 0 from the corresponding hidden unit to some output unit is
proposed for deletion together with ³ . The resulting transition probability
ratio is

T.z j z0/

T.z0 j z/
D P.meff ¡ 2; birth/

P.meff; death/

.1=q C 1=.p C 1//mdel

2.U ¡ meff C 2/

Á.!³ =¾ 0
»k/Á.!³ 0 =¾ 0

»k /

1
:

Once the “death” proposal is accepted, the corresponding indicators are
switched to 0.

In the “Metropolis” move, the weights are updated while keeping the
indicator vector unchanged. In this article, we implemented the move in a
Metropolis-within-Gibbs sampler (Müller, 1993; Robert & Casella, 1999). In
any step of the Gibbs sampler with a dif�culty sampling from the condi-
tional distribution, substitute a one-step Metropolis-Hastings move. Let the
network weights be arranged �rst into a vector, »k D .»k

1; : : : ; »k
meff

/, by some

�xed order. Let »k
[a;b] D .»k

a; »k
aC1; : : : ; »k

b/ and »k
¡[a;b] denote all elements of

»k except the set »k
[a;b]. Let · be the maximum block size allowed by the

move. The weights are updated iteratively as follows:

² Update »k
[1;· ] by onestep ofMetropolis-Hastings (MH)simulation from

the conditional density f .»k
[1;·] j »k

¡[1;· ]/.

² Update »k
[·C1;2·] by one step of MH simulation from the conditional

density f .»k
[·C1;2·] j »k

¡[·C1;2·]/.

² : : : : : :

² Update »k
[.r¡1/·C1;meff ] by one step of MH simulation from the condi-

tional density f .»[.r¡1/·C1;meff ] j »¡[.r¡1/·C1;meff ]/.

The �rst block is updated as follows. First, a random direction d1 is uni-
formly drawn from the ·-dimensional space. Then set

»k0

[1;·] D »k
[1;· ] C ½kd1;

where ½k is a random variable drawn from a gaussian distribution with
mean 0 and variance ´tk. The ´ is a user-speci�ed parameter, the so-called
Metropolis step size. It controls the acceptance rate of the move. The »k0

[1;·]
is accepted according to the Metropolis-Hastings rule. Once it is accepted,
the current »k will be updated immediately by replacing »k

[1;· ] by »k0

[1;·]. For
this type of move, we have T.z j z0/=T.z0 j z/ D 1, since the transition is
symmetric in the sense T.z j z0/ D T.z0 j z/.
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4.2 Exchange. Given the current population z and the attached temper-
ature ladder t, we try to make an exchange between »i and » j without chang-
ing the t’s; initially we have .z; t/ D .»1

; t1; : : : ; »i; ti; : : : ; » j; tj; : : : ; »N; tN/,
and we propose to change it to .z0; t/ D .»1

; t1; : : : ; » j; ti; : : : ; »i; tj; : : : ; »N;

tN/. The new population is accepted with probability min(1,re) according to
the Metropolis-Hastings rule, where

re D f .z0/

f .z/

T.z j z0/

T.z0 j z/

D exp
»

.H.»i/ ¡ H.» j//

³
1
ti

¡
1
tj

´¼
T.z j z0/

T.z0 j z/
: (4.3)

Typically, the exchange is performed on only two states with neighboring
temperatures, ji ¡ jj D 1. If p.»i/ is the probability that »i is chosen to
exchange with the other state and wi;j is the probability that » j is chosen
to exchange with »i, we have T.z0 j z/ D p.»i/wi;j C p.» j/wj;i. Thus, T.z0 j
z/=T.z j z0/ D 1 in equation 4.3.

4.3 Algorithm. With the operators described above, one iteration of TRJ-
MCMC consists of the following two steps.

1. Try to update each of the individuals of the current population by the
local updating operator.

2. Try to exchange »i with » j for n ¡ 1 pairs .i; j/ with i being sampled
uniformly on f1; : : : ; ng and j D i § 1 with probability wi;j, where
wi;iC1 D wi;i¡1 D 0:5 for 1 < i < n and w1;2 D wn;n¡1 D 1.

In this algorithm, the user-speci�ed parameters include the population
size n, the temperature ladder t, block size · , and the Metropolis step size
´. For parameter setting, we have the following suggestions. First, set the
temperature ladder carefully. Set the highest temperature such that almost
all local updating moves can be accepted, and set the intermediate tem-
peratures such that the exchange operations have an almost equal accep-
tance rate for all neighboring levels. For all examples of this article, we set
the temperature ladder to be a series of equal harmonic difference, that is,
1=tiC1 ¡ 1=ti D c for i D 1; 2; : : : ; n ¡ 1, where c is a constant. Then set · to
a moderate value. It may range from tens to 100 in our experience. In this
article, we set · D 50 for all examples. Next, set ´ such that the Metropolis
moves have a moderate acceptance rate, for example, 0.2 to 0.4, as suggested
by Gelman, Roberts, and Gilks (1996).
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5 Numerical Results

5.1 Two Simulated Examples. BNNs were �rst tested with two simu-
lated examples with known optimal classi�cation boundaries. Example 1
contains 50 pairs of training and test data sets, which are all mutually inde-
pendent. Each training set consists of 50 independent and identically dis-
tributed (i.i.d.) samples drawn from N2.¹; I2/ (class 1) and 50 i.i.d. samples
drawn from N2.¡¹; I2/ (class 2); each test set consists of 500 i.i.d. samples
drawn from N2.¹; I2/ and 500 i.i.d. samples drawn from N2.¡¹; I2/, where
¹ D .1:1; 1:1/0 and I2 is a 2 £ 2 identity matrix. It is clear that the optimal
classi�cation boundary of each data set is the straight line y D ¡x in the
two-dimensional Cartesian coordinates.

The new BNN classi�er was �rst applied to the example with M D 2,
¿ D 0:1 and a variety of ¸’s with values ranging from 10 to 25. Here we set
M D 2, as the corresponding full model will have 11 connections and that
should have been enough for this example to approximate the true classi-
�cation boundary. The ¿ and ¸ were chosen by a 10-fold cross-validation
procedure for 10 training sets; that is, each training set was randomly di-
vided into 10 disjoint sets of equal size, the classi�er was trained 10 times,
each time with a different set held out as a validation set, and the quality of
the parameter settings was assessed by averaging over the 100 errors (10 sets
£ 10-fold runs). In training, a temperature ladder of 10 levels was used with
the highest temperature t1 D 5 and the Metropolis step size ´ D 5. Each run
consists of 6000 iterations. The �rst 1000 iterations were discarded for the
burn-in process, and the followed 5000 iterations were used for inference.
The results are summarized in Table 1. Here the values of ¿ are very small,
as we expect the learned classi�cation boundary to be an approximately
straight line and not to be strongly affected by the samples near the bound-
ary. Whilegiven ¿ , the in�uence of ¸ on the classi�er is not signi�cant. For the
other examples, the ¿ and ¸ were determined similarly; we will skip the de-
tails of the cross-validation experiments and provide only the �nal settings.

In the formal training, we have the same MCMC setting as in the cross-
validation training. For each data set, the classi�er was run 10 times indepen-

Table 1: Cross-Validation Experiment for the First Simulated Example.

Parameter ¿ D 0:05 ¿ D 0:1 ¿ D 0:15 ¿ D 0:2

Setting Training Test Training Test Training Test Training Test

¸ D 10 5.23 0.63 5.32 0.60 5.20 0.60 5.16 0.62
¸ D 15 5.29 0.63 5.22 0.60 5.21 0.63 5.13 0.62
¸ D 20 5.28 0.63 5.23 0.60 5.20 0.61 5.14 0.60
¸ D 25 5.29 0.59 5.22 0.61 5.32 0.61 5.14 0.63

Note: The columns show the averaged 10-fold training and test errors for 10 data sets.
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dently. Each run consists of 6000 iterations, and the last 5000 iterations were
used for inference. The overall acceptance rates of the local updating moves
and exchange operations are about 0.55 and 0.75, respectively. The training
error (reported in the “Training” column in Table 2) was computed as the
average of the 500 training errors (50 data sets £ 10 runs), and the test error
(reported in the “Test” column in Table 2) was computed as the average of the
500 test errors. The standard deviations of them (the �gures in parentheses

in Table 2) were computed in the formula SDe D
qP50

iD1 dvar.Nei/=50, where e
indicates the error type, training error, or test error; Nei denotes the averaged
error (over 10 runs) of the ith data set; and dvar.Nei/ D 1

.10/.9/

P10
jD1.eij ¡ Nei/

2.
The same computational procedure for the training and test errors and their
standard deviations was also applied to the old BNN classi�er and other
examples in this article.

For comparison, we also applied the old BNN classi�er and SVMs to the
same data sets. The software for the old BNN classi�er was developed by
R. M. Neal and was downloaded on-line from http://www.cs.toronto.edu/
»radford (as suggested by a referee). Refer to Neal (1996) for more details
of the software. For each data set, it was also run 10 times independently.
Each run consists of 30 “iterations” and costs about the same CPU time on
the same computer as that of the new BNN classi�er. Note that “Neal’s it-
eration” is different from ours; it contains many substeps, Gibbs sampling,
heat bath sampling, and hybrid Monte Carlo. Fortunately, with 30 iterations,
the results have been reliable enough for comparison. The numbers of hid-
den units we tried for the old classi�er include 2, 3, 4, and 5. The results
were summarized in Table 2. The SVM software we used is LIBSVM, which
was developed by Chang and Lin (2001) and was downloaded on-line from
http://www.csie.ntu.edu.tw /»cjlin. A linear kernel was �rst tried with
different values of C ranging from 0.001 to 10. The computational results
were also summarized in Table 2. Since SVMs do a deterministic computa-
tion and are very fast, they were run only one time for each data set, and
the CPU time they cost was not recorded. The standard deviations of the
averaged training and test errors can be regarded as 0. The other types of
kernels, such as the RBF and polynomial kernels, were also tried for this
example. Their generalization performances were all worse than that of the
linear kernel. This is reasonable as the true boundary of this example is a
linear function.

Table 2 shows that the new BNN classi�er is superior to the old BNN
classi�er in test errors but inferior in training errors. This is consistent with
our conjecture: The old BNN classi�er will tend to over�t to the data and
perform less well in generalization, since it puts a more severe penalty on
the misclassi�ed patterns. Table 2 also shows that with the correct kernel
and the suitable value of C, SVM performs competitively with the new
BNN classi�er in generalization for this example. But for more complicated
problems, our experiments show that SVM is usually inferior to the new

http://www.cs.toronto.edu/
http://www.csie.ntu.edu.tw/%7Ecjlin
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Table 2: Comparison of the New BNN Classi�er, the Old BNN Classi�er, and
SVM for the First Simulated Example.

Parameter Setting CPU(s) Training Test

New BNN ¸ D 10 47.1 5.426(0.026) 62.032(0.097)
¸ D 15 47.3 5.416(0.026) 61.708(0.100)
¸ D 20 47.5 5.388(0.023) 61.726(0.096)
¸ D 25 47.6 5.364(0.024) 61.706(0.099)

Old BNN M D 2 39.9 5.206(0.026) 63.52(0.11)
M D 3 47.6 5.192(0.029) 63.43(0.12)
M D 4 55.3 5.130(0.030) 63.62(0.11)
M D 5 62.6 5.166(0.031) 63.63(0.12)

SVM (linear) C D 0:001 — 7.24 72.32
C D 0:01 — 5.36 61.94
C D 0:10 — 5.60 61.64
C D 1:0 — 5.40 63.40
C D 10:0 — 5.18 64.16

Notes: The “CPU(s)” column shows the total CPU time (in seconds) cost by 10
independent runs for each data set. The “Training” and “Test” columns show
the averaged training and test errors and their respective standard deviations (in
parentheses).

BNN classi�er as shown below. Figures 5a, 5b, and 5c show the decision
regionsof the three classi�ers foroneof the 50 data sets. They were generated
by the three classi�ers with ¸ D 15, M D 3, and C D 0:1, respectively. The
plots show again that for this example, the old BNN classi�er has a tendency
to over�t compared to the other two classi�ers, and the new BNN classi�er
has a comparable performance with SVM, although the situation is not
favorable to it. The true classi�cation boundary of this example is linear,
and the new BNN classi�er approximates the linear boundary.

As a by-product, we show that the new BNN classi�er has the ability to
select relevant variables from the pool of explanatory variables. To show
this, we retrain a training set randomly selected from the above 50 ones,
but with one additional input variable x3, which consists of 100 i.i.d. sam-
ples drawn from N.0; 1/ independent of x1 and x2. In training, we have the
same MCMC parameter setting and the same network parameter setting
as described above except for ¿ D 5, ¸ D 0:5, and a total of 51,000 itera-
tions. Here we set ¿ D 5 and ¸ D 0:5 to drive the networks to have a very
good approximation to the targets but with a very small network size, that
is, a very small number of effective connections. This setting is based on
our belief that a neural network with a very good approximation to the
targets but with a minimum structure should include the most relevant, lin-
early or nonlinearly, variables as the input variables. Note that the resulting
networks may have a poor generalization performance due to the extreme-
ness (minimum structure and maximum approximation) we pursued in the
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(a) New BNN
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(c) SVM
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(d) New BNN
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(f) SVM

Figure 5: The decision regions learned by the three classi�ers for two simulated
data sets. The training data are shown as squares: the �lled squares for class 1
and the open squares for class 2. (a–c) The decision regions of the three classi�ers
for one data set of the �rst simulated example. The dotted lines show the true
classi�cation boundaries of the data set. (d–f) The decision regions of the three
classi�ers for one data set of the second simulated example. The sine curves
show the true classi�cation boundaries of the data set.

training process. Under the above setting, we have meff D 3:36 on average,
and a classi�cation accuracy of 96% for the training set. Figure 6a shows the
posterior probabilities of each of the connections of the full model, where
the names of the bars show the corresponding input or hidden units. For
example, starting from the left, the �rst, second, and third x1’s correspond
to the connections from the input variable x1 to the �rst hidden unit, the
second hidden unit, and the output unit, respectively. The x0’s and x2’s can
be explained in the same way. The h1 and h2 indicate the connections from
the two hidden units to the output unit. The high posterior probabilities of
the connections from x1 and x2 to the hidden units indicate the nonlinear
relevance of x1 and x2 to the target variable. Figure 6b shows the averaged
frequencies of the connections exiting from each of the input variables. The
frequencies were computed based on the networks sampled from the pos-
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Figure 6: (a) The posterior probabilities of each of the connections of the full
BNN model, which has three input units, two hidden units, and one output
unit. (b) The averaged frequencies of the connections exiting from each of the
input variables.

terior distribution. For example, the averaged frequency of x1 is equal to
the sum of the posterior probabilities of all connections out of it. The fre-
quencies re�ect the relative importance of each of the input variables for
the explanation for the target. As we expected, Figure 6b shows that the
role of x3 in the BNN model is only comparable to a constant, and thus it is
irrelevant to the target variable.

Example 2 also contains 50 pairs of training and test sets, which are all
mutually independent. Each training set consists of 100 i.i.d. samples, and
each test set consists of 1000 i.i.d. samples. They were generated as follows:
(1) Draw a point .x1; x2/ » unif[¡1:5; 1:5]2. (2) Compute d D x2 ¡ sin.¼x1/.
(3) If d > 0, that is, the point .x1; x2/ is above the sine curve, with probability
exp.¡5jdj/, the point is assigned to class 1 and with the remaining probabil-
ity, it is assigned to class 2. Otherwise, with probability exp.¡5jdj/, the point
is assigned to class 2, and with the remaining probability it is assigned to
class 1. The data generation process implies that the optimal classi�cation
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Table 3: Comparison of the New BNN Classi�er, the Old BNN Classi�er, and
SVM for the Second Simulated Example.

Parameter Setting CPU(s) Training Test

New BNN ¸ D 1:0e ¡ 5 45.0 10.496(0.019) 124.342(0.075)
¸ D 1:0e ¡ 4 46.1 10.392(0.021) 124.846(0.096)
¸ D 1:0e ¡ 3 47.3 10.216(0.022) 124.902(0.088)
¸ D 1:0e ¡ 2 49.1 9.952(0.022) 125.068(0.152)

Old BNN M D 2 40.1 9.822(0.068) 127.462(0.651)
M D 3 47.4 9.190(0.063) 127.198(0.454)
M D 4 54.9 9.066(0.054) 126.998(0.459)
M D 5 62.5 9.022(0.078) 128.018(0.486)

SVM (RBF) C D 0:5 — 9.72 153.72
C D 1:0 — 8.78 147.02
C D 1:5 — 8.32 144.82
C D 2:0 — 7.62 144.00
C D 3:0 — 7.16 144.96

Notes: The “CPU(s)” column shows the total CPU time (in seconds) cost by 10 inde-
pendent runs for each data set. The “Training”and “Test” columns show the averaged
training and test errors and their respective standard deviations (in parentheses).

boundary is the sine curve y D sin.¼z/; z 2 [¡1:5; 1:5]. Figure 5d shows a
training set generated by the process together with the sine curve.

The new BNN classi�er was applied to this example with M D 3, ¿ D 15
and a variety of ¸’s ranging from 1.0e-5 to 1.0e-2. Here we set a relatively
large value for ¿ , since we expect the learned classi�cation boundary to be
very curved. In training, a temperature ladder of 10 levels was used with
t1 D 5 and the Metropolis step size ´ D 0:25. As for example 1, each run
consists of 6000 iterations. The �rst 1000 iterations were discarded for the
burn-in process, and the following 5000 iterations were used for inference.
The overall acceptance rates of the local updating moves and the exchange
rates were about 0.25 and 0.6, respectively. The averaged training and test
errors are reported in Table 3.

For comparison, we also applied the old BNN classi�er and SVM to this
example. In SVM, a RBF kernel was used with ¾ being the median of the
Euclidean distances from each sample of class 1 to the nearest sample of
class 2 as suggested by Brown et al. (2000). A variety of C values were
tried ranging from 0.5 to 3. Table 3 shows that the new BNN classi�er out-
performs signi�cantly the old BNN classi�er and SVM in general for this
example. Figure 5 compares the decision regions of the three classi�ers for
one training set of this example. They were generated by the three classi�ers
in one run with ¸ D 1:0e ¡ 5, M D 4, and C D 2:0, respectively. It shows
that SVM cannot approximate well the true classi�cation boundary, the old
classi�er over�ts to the data, and the new classi�er can approximate the
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true classi�cation boundary rather well, even though the true boundary is
very curved.

5.2 Breast Cancer Classi�cation. The Wisconsin Breast Cancer database
(WBCD), collected by Dr. W. H. Wolberg at University of Wisconsin Hospi-
tals, has 683 samples, which consist of visually assessed nuclear features of
�ne needle aspirates (FNAs) taken from patients’ breasts. Each sample was
assigned a 9-dimensional vector of diagnostic characteristics: clump thick-
ness, uniformity of cell size, uniformityof cell shape, marginal adhesion, sin-
gle epithelial cell size, bare nuclei, bland chromatin, normal nucleoli, and mi-
toses. Each component is in the interval 1 to 10, with 1 corresponding to the
normal state and 10 to the most abnormal state. The samples were classi�ed
into two classes, benign and malignant. The classi�cation was con�rmed
by either biopsy or further examinations. (For a detailed description for the
data set, see Mangasarian & Wolberg, 1990 or ftp://ftp.cs.wisc.edu/math-
prog/cpo-dataset/ machine-learn/cancer1.) The data set has been used as
a benchmark example for machine learning. Here we apply the new BNN
classi�er to this data set and compare its performance with that of the old
BNN classi�er and SVM. Fifty pairs of training and test sets were gener-
ated from the WBCD data set. Each training set consists of 342 samples
uniformly drawn from the data set, and the corresponding test set consists
of the remaining samples.

For the new BNN classi�ers, we set M D 3, ¿ D 0:5, ¸ D 2:5; 5; 10; 20; 40,
´ D 5, and employed a temperature ladder of 10 levels with t1 D 2:5. The
classi�er was run 10 times independently for each pair of the training and
test sets. Each run consists of 6000 iterations, where the �rst 1000 iterations
were discarded for the burn-in process, and the following iterations were
used for inference. For the old BNN classi�er, we tried four network struc-
tures with 2; 3; 4, and 5 hidden units, respectively. It was also run for 10
times independently for each pair of the training and test sets. For SVM,
we tried both the linear and RBF kernels, and a wide range of C. Again,
the parameter ¾ of the RBF kernel was set as the median of the Euclidean
distances from each sample of class 1 to the nearest sample of class 2. The
computational results are summarized in Table 4, which shows that the new
BNN classi�er outperforms signi�cantly the other three classi�ers in gen-
eral for this example. Comparing to the new BNN classi�er, the old BNN
classi�er has a tendency to over�t to the data.

Figure 7a shows the posterior probability of each of the connections of
a new BNN classi�er with M D 5, ¿ D 5, and ¸ D 0:1 and a training set
consists of the 683 samples. The averaged network size is meff D 5:1, and the
classi�cation accuracy is 97:7%. Figure 7a shows that the sampled network
structures are dominated by the shortcut connections. This is consistent with
the workof Bennett and Mangasarian (1992) that the data can be classi�ed by
a hyperplane with an accuracy rate of 97:7%. Figure 7b shows the averaged
frequencies of each of the nine input variables. The constant term is also
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Table 4: Comparison of the Four Classi�ers: New BNN Classi�er, Old BNN
Classi�er, SVMswith Linear Kernels, and SVMswith RBF Kernels, Breast Cancer
Example.

Parameter Setting CPU(s) Training Test

New BNN ¸ D 2:5 196.1 7.994(0.023) 9.134(0.032)
¸ D 5:0 201.5 7.846(0.026) 8.914(0.032)
¸ D 10 203.0 7.746(0.025) 8.874(0.033)
¸ D 20 203.2 7.776(0.027) 8.966(0.032)
¸ D 40 203.5 7.728(0.026) 9.054(0.030)

Old BNN M D 2 164.5 7.670(0.064) 10.980(0.059)
M D 3 195.4 7.256(0.087) 11.012(0.063)
M D 4 229.2 6.994(0.101) 10.944(0.058)
M D 5 262.8 6.972(0.096) 10.900(0.056)

SVM (linear kernel) C D 0:01 — 9.96 10.26
C D 1=64 — 9.92 10.10
C D 1=16 — 9.76 10.30
C D 1=4 — 8.96 10.68
C D 1:0 — 8.50 11.04

SVM (RBF kernel) C D 0:1 — 10.46 10.62
C D 0:5 — 9.40 10.30
C D 1:0 — 8.84 10.28
C D 1:5 — 8.52 10.42
C D 2:5 — 7.94 10.84

Notes: The “CPU(s)” column shows the total CPU time (in seconds) cost by 10 inde-
pendent runs for each data set. The “Training” and “Test” columns show the averaged
training and test errors and their respective standard deviations (in parentheses).

included in the plot for a reference. It indicates that the four most relevant
diagnostic characteristics are clump thickness, uniformity of cell size, bare
nuclei, and normal nuckeoli. With different settings for ¿ and ¸, the results
are similar.

5.3 Protein Structure Class Prediction. Finally, we consider one exam-
ple with multiple classes. The majority of proteins of known structures can
be classi�ed into one of the following four structural classes: ®, ¯ , ®=¯, and
® C ¯ , based on the percentages of their secondary structure components.
The prediction of protein structure class has been one of important compo-
nents of the overall protein structure prediction problem (Levitt & Chothia,
1976). The early studies on the subject reveal that the structure class of a
protein might basically depend on its amino acid composition. The under-
lying physical mechanism of the correlation was explored by Bahar, Atilgan,
Jemigan, and Erman (1997) and Chou (1999). A comprehensive review of
the studies can be found in Chou (2001).

In this article, we restudied the problem with BNNclassi�ers. The data set
we used was downloaded from http://www.nersc.gov/»cding/protein.

http://www.nersc.gov/%7Ecding/protein
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Figure 7: (a) The posterior probability of each of the connections of a full BNN
model with M D 5, ¿ D 5, and ¸ D 0:1. A training set consists of all the 683
samples. (b)The averaged frequencies of the connections out of each of the input
variables. The nine input variables from x1 to x9 are clump thickness, uniformity
of cell size, uniformity of cell shape, marginal adhesion, single epithelial cell size,
bare nuclei, bland chromatin, normal nucleoli, and mitoses.

The training set consists of 313 proteins where two proteins have no more
than 35% of the sequence identity for the aligned subsequences longer than
80 residuals. The test set consists of 385 proteins where all protein sequences
have less than 40% identity with each other and less than 35% identity
with the proteins of the training set. (For more details of the data set, see
Ding & Dubchak, 2001.) In this example, the BNN classi�ers have four
output units and 21 input units, where the �rst 20 input units correspond
to the compositions of the 20 amino acids and the last one corresponds
to the length of the protein sequence. For the new BNN classi�er, we set
M D 10, ¿ D 2, ¸ D 30; 35; 40; 45, ´ D 3:0, and employed a temperature
ladder of 20 levels with t1 D 5. For each ¸, the classi�er was run for 10
times independently. Each run consists of 200,000 iterations, and the �rst
2000 iterations were discarded for the burn-in process. The overall accep-
tance rates of the local updating and exchange operations were around
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Table 5: Comparison of New BNN Classi�er, Old BNN Classi�er, and SVM,
Protein Structure Class Prediction Example.

Parameter
Setting CPU(m) Training Test Frequency Best

New BNN ¸ D 30 164 19.3(0.63) 80.2(0.65) 9 76
¸ D 35 165 19.2(0.59) 80.8(0.65) 8 77
¸ D 40 165 18.9(0.53) 79.2(0.71) 9 75
¸ D 45 166 16.5(0.81) 80.6(0.67) 8 77

Old BNN M D 8 137 18.8(4.34) 86.9(1.11) 1 81
M D 10 162 3.9(1.92) 83.5(0.73) 3 80
M D 12 181 3.6(2.10) 83.4(0.54) 3 81
M D 15 209 9.5(3.60) 83.2(0.87) 5 79

SVM (RBF) C D 1:0 — 31 83 — —
C D 1:5 — 20 85 — —
C D 2:0 — 15 86 — —
C D 2:5 — 7 88 — —

Notes: The “CPU” column shows the CPU time cost by each run. The “Training” and
“Test” columns show the averaged training and test errors over the 10 runs and their
respective standard deviations (the �gures in the parentheses). The “Frequency” column
shows the number of runs (out of 10) with test error less than 83, the minimum test error
of SVM. The “Best” column shows the minimum test error of the 10 runs.

0.3 and 0.25, respectively. For the old BNN classi�er, we tried four differ-
ent network structures with M D 8; 10; 12, and 15. It was also run 10 times
independently for each structure. Each run consists of 5000 iterations, and
the �rst 1000 iterations were discarded for the burn-in process. The com-
putational results are summarized in Table 5. LIBSVM implemented the
multiclass classi�cation with the “one-against-one” approach (Knerr, Per-
sonnaz, & Dreyfus, 1990), in which k.k ¡ 1/=2 classi�ers are constructed and
each one trains data from two different classes. The classi�cation made use
of a voting strategy: each binary classi�cation is considered to be a vote,
and in the end, the point is designated to be in a class with the maximum
number of votes. This approach has been shown to have a better perfor-
mance than the “one-against-all” approach (Weston & Watkins, 1998; Platt,
Cristianini, & Shawe-Taylor, 2000). (For more details on the implementa-
tion, see http://www.csie.ntu.edu.tw/»cjlin.) For this example, we tried
the RBF kernel and a variety of C ranging from 0.1 to 100. Table 5 shows
the best four test errors and the associated C values and training errors. The
other types of kernels were also tried, but their performances are not as good
as that of RBF. This example shows that both BNN classi�ers outperform
SVMs in generalization performance, and the new BNN classi�er outper-
forms the old one in whatever the minimum test error or the frequency of
beating SVMs.

http://www.csie.ntu.edu.tw/%7Ecjlin
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6 Conclusion

In this article, we introduced a new BNN classi�er that is different from
the old one in several respects, including the likelihood function, prior
speci�cation, and network structure. Under mild conditions, we show that
the new BNN classi�er will converge to the true classi�cation function.
Numerical results show that the new BNN classi�er provides a consis-
tent improvement over the old BNN classi�er and SVMs in general per-
formance for all examples of this article. The success of the new BNN
classi�er comes from two factors. First is an appropriate likelihood func-
tion, or equivalently, an appropriate penalty function for the misclassi�ed
patterns. In this article, we chose the likelihood function from the family
fexp.¡¿

PN
iD1

Pq
jD1[gj.xi; µ3/ ¡ yij]2/ : ¿ > 0g, with ¿ being determined by

a cross-validation procedure in practice. Our results suggest that we may
choose the likelihood function from a more broad likelihood family for a
BNN model with further improved performance. Second is the use of global
information of the data in the decision boundary determination, in contrast
to the local determination of the decision boundary of SVMs by the support
vectors. In this article, each pattern of the training set is equally treated in the
training process to make sure that global information of the data is extracted
by the BNN model. Further research on how to extract the global informa-
tion from the data ef�ciently will be of interest. As a by-product, we also
showed numerically that the new BNN classi�er can identify the relevant
linear or nonlinear variables from the pool of explanatory variables.

The program is available from the author by request.
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