January 2014 Vol.26/1

Controversial Issues

mformablon - 3

research wee waesnms
Systems
Critiqyies
Analysis

Science

sclence  ECONOMIC

Process " corpmies need
wic processing ™

qPogle Yo parallel
vnlu'ne
wm manufacturing m
past hﬁumadoml

" Aprll

bechnolognes
b a

developmenl.i

l arch ::hulenges

pebabgbes amotns

|g,m JUuMm

a[so so'bwana
il
PET Fugem
wurl(
awmam Conber Sebs large
management billion MapRed G@rtner

fubure seerege L new

analgﬂs
I Information
analybics e
Tources nwu
mllllon August "
every nbnl
approaches ”’""’"N
Hadoop bools
exah!,mzs high

ebrieved

susberns zms.nrz berabytes
workd Business

sGorage
Research

Gimes

Statistics for Big Data: Are Statisticians

Ready for Big Data?

John M. Jordan and Dennis K.]. Lin

Editorial: Dennis Lin gave a banquet speech at
the inaugural symposium of the ICSA Canada
Chapter at Toronto (August 2-3, 2013), entitled
“BlGstat@IC2SA.” It was so well received, | have in-
vited him to expand his talk for this article on BlGdata.
| am pleased that he has agreed to do so and given
below is his view on Big Data. | sincerely hope that
you will enjoy the reading as much as | did. Happy
Holidays,

Ming-Hui Chen, 2013 President, ICSA

Abstract: After noting the relative absence of statisti-
cians from the community of practice engaged with big
data, we explain what big data is, how it's done, and
who's working with it. The paper then suggests that
statisticians have much to contribute to both the intellec-
tual vitality and the practical utility of big data. At the
same time, big data challenges statisticians to move out of
some familiar habits to engage less structured problems,
to become more comfortable with ambiguity, and to en-
guage computer scientists in a more fruitful discussion of
what the various parties can bring to this new mode of
investigation.
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Introduction

We seem to be living in a time of paradox. As
more and more commercial firms and academic
disciplines proclaim their affinity for new kinds of
data-driven modes of evidence and analysis, mem-
bers of the professional statistical community fre-
quently find themselves on the outside looking in.
Even as the world discovers a set of tools, tech-
niques, and attitudes lumped together in the phrase
“big data," (see Figure 1) statistics as a discipline is
all too often absent.

Interest over time
News headiines

Figure 1: Relative interest as expressed by search
queries at Google in the phrase "big data" (re-
trieved 12/12/13 at http://www.google.com/
trends/)
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After explaining a bit about what big data is,
how it's done, and who's working with it, we will
suggest that statisticians have much to contribute to
both the intellectual vitality and the practical utility
of this venture. At the same time, big data chal-
lenges statisticians to move out of some familiar
habits to engage less structured problems, to be-
come more comfortable with ambiguity, and to en-
gage computer scientists in a more fruitful discus-
sion of what the various parties can bring to this
new mode of investigation. Theory and practice,
history and innovation, and rigor and results all
seem to be posed with increasing frequency as op-
posites, when in the best investigation, they are in
fact held in creative tension.

What is Big Data?

This might be a tricky question; for many in Sil-
icon Valley where this meme is taking shape, "Big
Data" is data that must be managed with a set of
technologies called MapReduce. To an astrophysi-
cist, or geneticist, or actuary, meanwhile, the no-
tion might sound curious: these individuals see
enormous data sets addressed via other more tradi-
tional means on a daily basis. There's no formal size
threshold involved: data doesn't somehow become
"big" at a petabyte, or whatever; the name instead
refers more to a state of mind, in many cases to Web-
scale user, network, and traffic data as encountered
and managed at Amazon, Facebook, Google, and
Yahoo. For statisticians, however, big data might
initially be viewed as the class of problems involv-
ing “large n and/or large p.”

Thus, big data has a nomenclature problem.
Like so many other technologies -- smartphones,
robots, or information security -- the popular name
doesn't really convey the essence of the situation.
Yes, "big data" can involve very large volumes in
some cases. But more generally, the phrase refers to
new kinds of data, generated, managed, and parsed
in new ways, not merely bigger ones. While "Big
Data" is a vague phrase, there is some agreement
that it involves changes in scale along three dimen-
sions (the three V's):

Volume: Whether it's your own hard disk space,
the world's online video feeds, or a wealth of dig-
ital sensors measuring many aspects of the planet,
signs are abundant that data volumes are increas-
ing steadily and substantially. The volume in big
data can grow in part due to sensor traffic from the
"Internet of Things," to social media, to more peo-
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ple coming on line every day around the world,
and from the increased use of geolocation, in part
connected to the rise of mobile communications.
As a result, the size of today's datasets is growing
enormously —from MB, GB, TB, all the way to ZB
(zetabytes=10?! bytes). Accordingly, big data must
be seen in some ways as a triumph of data stor-
age, as the graph illustrates: hard disk storage is
dropping in price faster than microprocessor per-
formance (Moore's law) is improving. See, http:
//www.jcmit.com/diskprice.htm.
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Variety: Big data is not only a matter of bigger
relational databases. As opposed to the familiar
numbers related to customer ID, stock keeping unit
(SKU), or price and quantity, we are living in an
age of massive amounts of unstructured data: e-
mails, Facebook "likes," Tweets, machine traffic, and
video. Performing analysis of heterogeneous data
types often strains both the information technolo-
gies and the statistical toolkits involved.

Velocity: Overnight batch processes are getting
to be less and less tenable as the world becomes
an "always-on" information environment. When
FedEx can tell me where my package is, or Fidelity
can tell me my net worth, or Google Analytics can
tell me my website performance right now, the pres-
sure is on more and more other systems to do like-
wise. In some instances that we will not cover here
in depth, being able to analyze streams of data (in-
cluding on stock exchanges), some of them very big
and very fast, has become an imperative.

These three V's can be displayed in the popular-
ized graph below.

©www.icsa.org
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There's an important point to be made up front:
big data is not necessarily complete, or accurate, or true.
Asking the right questions is in some cases learned
through experience, or made possible by better the-
ory, or a matter of luck. But in many instances, by
the time investigators figure out what they should
be measuring in complex systems, it's too late to in-
strument the "before" state to compare to the "af-
ter." Signal and noise can be problematic categories
as well: one person's noise can be a gold mine for
someone else. Context is everything. Value is in the
eye of the beholder, not the person crunching the
numbers. Thus it is temping to mention "value" as a
fourth V. However, this is rarely the case. Big data is
big, often because it is automatically collected. Thus
in many cases, it may not contain much information
relative to noise. This is sometimes called a DRIP—
Data Rich, Information Poor—environment. In any
event, the point here is that bigger does not neces-
sarily mean better when it comes to data.

Accordingly, big data skills cannot be purely a
matter of computer science, statistics, or other pro-
cesses. Instead, the backstory behind the creation
of any given data point, category, or artifact can
be critically important. While the same algorithm
or statistical transformation might be indicated in
a bioscience and a financial scenario, knowing the
math is rarely sufficient. Having the industry back-
ground to know where variance is "normal," for in-
stance, comes only from a holistic understanding of
the process under the microscope. We thus recom-
mend an informal fourth V to be “Veracity” (or
even “Validity” ): managing the randomization in
big data is indeed one great opportunity for statis-
ticians.

Who is working on big data? How
are they doing it?

Techniques used in big data analysis

Analyzing large, diverse data sets requires new
tools. It is important to note, however, that this
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toolset can often be applied to data that might not
qualify as "big." Note also that many of these tech-
niques can be difficult to define with purity since
many are only subtly different from adjacent tools.
Furthermore, the tools are often used in combina-
tion.

A/B testing. Similar to clinical trials, A /B testing
is often used to compare website enhancements: a
sample population at a shopping site might get a
red banner or a 10% off coupon while a second pop-
ulation is shown a blue banner or a "free shipping"
offer, then purchase results are compared across the
two groups and successful enhancements are in-
cluded in production systems.

Data fusion. Data fusion is “a process dealing
with the association, correlation, and combination
of data and information from single and multiple
sources to achieve refined position and identity esti-
mates, and complete and timely assessments of sit-
uations and threats, and their significance. The pro-
cess is characterized by continuous refinements of
its estimates and assessments, and the evaluation
of the need for additional sources, or modification
of the process itself, to achieve improved results.”

Data Mining. Data mining is a broad umbrella
including a variety of techniques to detect patterns
in large datasets, using different combinations of
statistics, computer science, and database manage-
ment. Some examples of data mining include the
following: (a) Association rule learning, which
seeks to discover interesting across variables. These
techniques generate possible rules, which might
seek to explain why certain products are bought to-
gether within a process called market basket anal-
ysis. (b) Classification attempts to place new data
points into categories that have been determined by
previous analysis of a training data set. (c) Clus-
ter analysis groups items into sets —it differs from
classification in its lack of training data —in this
case the properties of similarity are not known in
advance. (d) Regression is a classical statistical
technique that attempts to determine how the value
of the dependent variable changes when one or
more independent variables is modified.

Machine learning. This is a broad term that en-
compasses many techniques with origins in com-
puter science, particularly what has been called
‘artificial intelligence"” for more than 50 years. In
the most fundamental definition, machine learning
seeks to build systems that can learn to recognize
complex patterns, and then make decisions based
on these data patterns. (a) Natural language pro-
cessing is one example of machine learning. Apple
smartphones' Siri feature and the IBM Watson com-
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puter that won at Jeopardy are two familiar exam-
ples of NLP, which involves far more than speech
recognition. (b) Unsupervised learning seeks to
uncover hidden structure in unlabeled data. Clus-
ter analysis is an example of unsupervised learn-
ing. (c) Supervised learning uses training data to
"teach” a system to find similar patterns in subse-
quent data to which it is exposed. (d) Ensemble
learning is a specific type of supervised learning
in which multiple predictive models are combined
to obtain better predictive performance than could
be obtained from any one of the constituent mod-
els. In this combinatorial aspect ensemble learning
resembles the approach of data fusion. (e) Neural
networks are a class of computational models mod-
eled on biological neural networks, most typically
those within a brain. These systems are used to find
patterns in either supervised or unsupervised fash-
ion, and work particularly well for finding nonlin-
ear patterns. Neural networks have been success-
fully used for fraud detection.

Network analysis. Network analysis has come to
prominence in the past 20 years both in the pursuit
of asymmetric warfare adversaries including terror
networks, as well as in connection with digital so-
cial networks such as Twitter or Facebook. Several
techniques are used to map and describe relation-
ships among discrete nodes in a network.

Optimization. Optimization takes known sys-
tems, in a factory, financial institution, or hospital,
for example, and seeks to analyze and correct lim-
itations to speed, cost, or outcomes. Genetic algo-
rithms (or more recently Particle Swarm Optimiza-
tion, for example) can be used for optimization.

Geospatial Analysis. Many techniques are avail-
able to analyze the spatial properties related to a
given data set. The easy availability of cell phone
geolocation data, for example, helps mobile net-
work providers design cell tower placement. The
free global GPS network means that latitude and
longitude data is readily available for most any-
where on the planet.

Simulation (Computer Experiment). Numerous
computer techniques allow the behavior of complex
systems to be modeled, informing everything from
forecasting to scenario planning. Monte Carlo sim-
ulations are commonly used: they run thousands of
simulations, each based on different assumptions,
generating a histogram that represents a probabil-
ity distribution of potential outcomes. On the other
hand, some computer experiments (expensive sim-
ulations) could take a long time to run, special care
is needed.

Time series analysis. Set of techniques from both
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statistics and signal processing for analyzing se-
quences of data points, representing values at suc-
cessive times, to extract meaningful characteristics
from the data. Time series forecasting is the use of a
model to predict future values of a time series based
on known past values of the same or other series.
Some of these techniques, e.g., structural modeling,
decompose a series into trend, seasonal, and resid-
ual components, which can be useful for identifying
cyclical patterns in the data. Examples of applica-
tions include forecasting sales figures, or predicting
the number of people who will be diagnosed with
an infectious disease.

Visualization. Spreadsheets are particularly inef-
fective in conveying complex relationships within
large data sets. New techniques are emerging to cre-
ate images, diagrams, or animations to both com-
municate help people understand data. Interactiv-
ity is becoming more common, allowing users of a
data set to manipulate the analyses rather than be-
ing confined to static, two-dimensional ink and pa-

per.

Who is working on big data?

To date, big data is primarily a joint venture
between IT professionals (who provide expertise
on database management, data cleansing, and net-
working) and computer scientists, who are in the
algorithm business. In any given investigation
(whether video rental prediction, public health, or
credit card or insurance fraud prevention), subject-
matter experts also play a key role. The data cre-
ation process, in particular, might require exper-
tise in handheld devices, sensor networks, satellite
imaging, or other particular technical domains. The
business process under discussion, whether voting,
online dating, life insurance, or ball bearing produc-
tion, also dictates the need for experts in the laws,
physical constraints, and other unique attributes of
the particular phenomenon.

For all of the reliance on such traditional statisti-
cal strong points such as regression analysis, statis-
ticians have not played leadership roles in the move-
ment: when the U.S. National Science Foundation
convened a working group on the topic in 2012,
zero statisticians were named to a committee of 100
experts. Why do we see this incongruity between
substantial historical expertise and limited contem-
porary relevance? Three possible reasons come to
mind:

* Big data has compiled a track record address-
ing poorly defined problems. Statisticians

©www.icsa.org
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have grown accustomed to well structured
problems, often using a single technique in
a delimited domain. The practical problems
solved by Netflix, Amazon, and Google are
messier than most statisticians see on a reg-
ular basis.

¢ The computational intensiveness of big data
lies outside the expertise of most statisticians.
Being able to understand the entire data life
cycle, from sensor design, through collection,
ETL (extract, transform, load), and storage is
one common shortcoming related to IT exper-
tise. Knowing how to assemble then burn
massive numbers of compute cycles in a clus-
ter or cloud scenario is a second, and largely
unrelated, set of skills outside the statistician's
sweet spot.

® Professional statisticians have found that ask-
ing productive, if only partially solved, ques-
tions does not generate research publications.
In contrast, narrowly defined problems that
can be solved used robust theoretical con-
structs can be found in all the major journals.
We statisticians always prefer to be precisely
wrong (missing the forest but microanalyz-
ing a tree) rather than approximately right. In
contrast, many big data projects seek to pre-
dict user behavior (Amazon and Google are
textbook examples) and do not seek repeat-
able scientific laws underneath a successful
association or prediction.

What kinds of statistics are needed
for big data?

Many statisticians commonly appear to believe
that (i) big data is better than small data, and
(ii) new methodologies are powerfully robust and
work well in most cases. Consequently, the so-
called “the death of p-value” is claimed. How-
ever, disasters kept happening. Is it because that
the fundamental statistical thinking still applied, al-
though the theories may not be straightforwardly
applied? Big data cannot replace scientific/statisti-
cal thinking. Data and information/knowledge are
not synonyms. Thus a wish-list for needed statisti-
cal methodologies should have the following prop-
erties.

e High-impact problems. Refining existing
methodologies is fine, but more efforts should

©www.icsa.org
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focus on working high-impact problems, es-
pecially those problems from other disci-
plines. Statisticians seem to keep missing
opportunities: examples range from genet-
ics to data mining. We believe that statisti-
cians should seek out high-impact problems,
instead of waiting for other disciplines to for-
mulate the problems into statistical frames.
This leads to the next item.

* Provide structure for poorly defined prob-
lems. A skilled statistician is typically most
comfortable and capable when dealing with
well-defined problems. Instead, statisti-
cians should develop some methodologies for
poorly defined problems and help devise a
strategy of attack. There are many oppor-
tunities for statistical applications, but most
of them are not in the “standard” statistics
frame —it will take some intelligent persons
to formulate these problems into statistics-
friendly problems (then to be solved by statis-
ticians). Statisticians can devote more efforts
to be such intelligent persons.

* Develop new theories. Most fundamental
statistical theories based upon iid (indepen-
dently identically distributed) for one fixed
population (such as, central limit theorem, or
law of large number) may need to be modi-
fied to be appropriately applied to big data
world. Many (non-statisticians) believe that
big data leads to “the death of p-value.” The
logic behind this is that when the sample size
n becomes really large, all p-values will be
significant —regardless how little the prac-
tical significance is. This is indeed a good
example of misunderstanding the fundamen-
tals. Another good example is about “small
n and large p” where the sparsity property
is assumed. First, when there are many ex-
ploratory variables, some will be classified as
active variables (whether or not this is true!).
Even worse, after the model is built (mainly
based on the sparsity property), the residu-
als may be highly correlated with some re-
maining variables —this contradicts the as-
sumption for all fundamental theorems that
“error is independent with all exploratory
variables.” New measurement is needed for
independence in this case.

Having those wishlist items in mind, what kinds
of statistics are needed for Big data? For the reason
of casting a brick to attract jade (¥¢# 5] %), given
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below are some very initial thoughts under consid-
eration.

e Statistics and plots for (many) descriptive
statistics. If the conventional statistics are to
be used for big data, and it is very likely there
will be too many of them, what is the best way
to extract important information from these
statistics? For example, how to summarize
thousands of correlations? How about thou-
sands of p-values? ANOVA? Regression mod-
els? Histograms? etc. Advanced methods
to obtain “sufficient statistics” (whatever it
means) from those many conventional statis-
tics are needed.

* Low-dimension behavior. Whatever method
is feasible for big data (the main concern being
the computational costs), its low-dimension
behavior is always important to be kept in
mind.

* Norm or Extreme. Depending on the prob-
lem, we could be interested in either norm
or extreme, or both. Basic methods for both
feature extraction (mainly for extremes) and
pattern recognition (mainly for norm) are
needed.

* Methods for new types/structures of data. A
simple example would be “How to build
up a regression model, when both inputs
and outputs are network variables?” Most
existing statistical methodologies are limited
to numbers (univariate or multivariate), al-
though there is some recent work for func-
tional data or text data. There are more that
can be done, if we are willing to open our
minds.

® Prediction vs estimation. One difference be-
tween computer science and statistics meth-
ods has to do with the general goal —while
CS people focus more on prediction, statisti-
cians focus more on estimation (or statistical
inference). Take Artificial Neural Networks
(ANN) as an example: the method can fit al-
most anything, but what does it mean? ANN
is thus popularly used in data mining, but has
received relatively low attention from statisti-
cians. For big data, it is clear that prediction is
probably more feasible in most cases. Note: in
some very fundamental cases, we believe that
statistical inference remains important.
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Big Data in the Real World

Skills

Here's a quiz: ask someone in the IT shop how
many of his of her colleagues are qualified to work
in Hive, Pig, Cassandra, MongoDb, or Hadoop.
These are some of the tools that are emerging from
the front-runners in big data, web-scale companies
including Google (that needs to index the entire In-
ternet), Facebook (manage a billion users), Amazon
(construct and run the world's biggest online mer-
chant), or Yahoo (figure out what social media is
conveying at the macro scale). Outside this small
industry, big data skills are rare.

Politics

Control over information is frequently thought
to bring power within an organization. Big data,
however, is heterogeneous, multi-faceted, and can
bring performance metrics where they had not pre-
viously operated. If a large retailer, hypothetically
speaking, traced its customers' purchase behavior
first to social media expressions and then to adver-
tising channel, how will the various budget-holders
respond? Uncertainty as to ad spend efficacy is as
old as advertising, but tracing ad channels to pur-
chase activity might bring light where perhaps it is
not wanted. Information sharing across organiza-
tional boundaries ("how are you going to use this
data?") can also be unpopular.

Technique

Given that relational databases have been
around for about 35 years, a substantial body of
theory and practice make these environments pre-
dictable. Big data, by contrast, is just being in-
vented, but already there are some important dif-
ferences between the two: Most enterprise data is
generated by or about humans and organizations:
SKUs are bought by people, bills are paid by peo-
ple, health care is provided to people, and so on.
At some level, many human activities can be under-
stood at human scale. Big data, particularly social
media, can come from people too, but in more and
more cases, it comes from machines: server logs,
point of sale scanner data, security sensors, GPS
traces. Given that these new types of data don't
readily fit into relational structures and can get mas-
sively large in terms of storage, it's nontrivial to fig-
ure out what questions to ask of these data types.

©www.icsa.org
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When data is loaded into relational systems, it
must fit predefined categories that ensure that what
gets put into a system makes sense when it is pulled
out. This process implies that the system is de-
fined at the outset for what the designers expect
to be queried: the questions are known, more or
less, before the data is entered in a highly structured
manner. In big data practice, meanwhile, data is
stored in as complete a form as possible, close to
its original state. As little as possible is thrown out
so queries can evolve and not be constrained by the
preconceptions of the system. Thus these systems
can look highly random to traditional database ex-
perts. It's important to stress that big data will not
replace relational databases in most scenarios; it's a
matter of now having more tools to choose from for
a given task.

Traditional Databases

Traditional databases are designed for a con-
crete scenario, then populated with examples (cus-
tomers, products, facilities, or whatever), usually
one per row: the questions and answers one can ask
are to some degree predetermined. Big data can be
harvested in its original form and format, and then
analyzed as the questions emerge. This open-ended
flexibility can of course be both a blessing and a
curse.

Traditional databases measured the world in
numbers and letters that had to be predicted:
zip codes were 5 or 10 digits, SKU formats were
company-specific, or mortgage payments were of
predictable amounts. Big data can accommodate
Facebook "likes," instances of the "check engine"
light illuminating, cellphone location mapping, and
many other types of information.

Traditional databases are limited by the com-
puting horsepower available: to ask harder ques-
tions often means buying more hardware. Big data
tools can scale up much more gracefully and cost-
effectively, so decision-makers must become accus-
tomed to asking questions they could not contem-
plate previously. To judge advertising effectiveness,
one cable operator analyzed every channel-surfing
click of every remote across every household in its
territory, for example: not long ago, such an inves-
tigation would have been completely impractical.

Cognition

What does it mean to think at large scales? How
do we learn to ask questions of the transmission
of every car on the road in a metropolitan area, of
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the smartphone of every customer of a large retail
chain, or of every overnight parcel in a massive dis-
tribution center? How can more and more people
learn to think probabilistically rather than anecdo-
tally?

The mantra that "correlation doesn't imply cau-
sation" is widely chanted yet frequently ignored; it
takes logical reasoning beyond statistical relation-
ships to test what's really going on. Unless the
data team can grasp the basic relationships of how
a given business works, the potential for complex
numerical processing to generate false conclusions
is ever-present. Numbers do not speak for them-
selves; it takes a human to tell stories, but as Daniel
Kahneman and others have shown, our stories often
embed mental traps. Spreadsheets remain ubiqui-
tous in the modern enterprise but numbers at the
scale of Google, Facebook, or Amazon must be con-
veyed in other ways. Sonification -- turning num-
bers into a range of audible tones -- and visualiza-
tion show a lot of promise as alternative pathways
to the brain, bypassing mere and non-intuitive nu-
merals. In the meantime, the pioneers are both see-
ing the trail ahead and taking some arrows in the
back for their troubles. But the faster people, and
especially statisticians, begin to break the stereo-
type that "big data is what we've always done, just
with more records or fields," the faster the break-
through questions, insights, and solutions will re-
define business practice.

Privacy

It has been proven repeatedly that anonymous
data sets can be reverse-engineered, identifying
people who either did not know they were a part
of a study or trusted the process. Elsewhere, the
cheapness of computer data storage (as measured
by something called Kreider's law) combines with
the ubiquity of daily digital life to create massive
data stores recording people's preferences, medi-
cations, travels, and social contacts. As big data
tools continue to increase in power, and compu-
tational capability increases, and algorithmic so-
phistication increases, composing revealing data-
driven portraits of tens of millions of people will
be possible, profitable, and troubling. Put access to
those portraits on wearable digital devices such as
glasses, and the prospect of facial recognition by a
random stranger on the street is certain to become
an issue sooner rather than later. Big data prac-
titioners may face calls for a professional code of
conduct much like the Hippocratic oath for doctors:
first, do no harm. Statisticians can provide sorely
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needed expertise in this discussion.

Summing up

No matter what the field of inquiry, the form
and scale of the data involved, the computational
infrastructure, or the name attached to the project,
statistics as a discipline has much to offer the big
data effort. Recall the insight offered by Box,
Hunter and Hunter 35 years ago: “Data have no
meaning in themselves; they are meaningful only in
relation to a conceptual model of the phenomenon
being studied.” Today, there are those who seem
to suggest that models are unnecessary, that given
sufficient computing power, the relevant patterns
will emerge, absent theory. Indeed, there are those
who argue that hypothesis-driven scientific method
will become outdated in a world in which p-value
no longer matters.

There is much to be gained from using a
“scientific” approach, as opposed toan “algorithm”
approach, to big data—including data collection,
data analysis, mode selection, and feature interpre-
tation. Before pushing the button (to run an auto-
matic algorithm), perhaps more scientific thinking
is needed beforehand.

Seeing big data in a wider historical perspective
might be a useful way to end our discussion. Su-
san Hockfield recently retired as president of MIT
after having been the first life scientist to lead the
institution. She has concluded that “The conver-
gence of life sciences and engineering, I think, is go-
ing to be the story of the 21st century, much as the
convergence of the physical sciences and engineer-
ing was the story of the 20th century." ! During the
early 1900s, “physicists decoded the fundamental
elements of the physical universe. They were es-
sentially understanding the parts list of the physi-
cal world —the structure of atoms, how electrons
travel.” Engineers discovered this “parts list" and
began to turn theory into practice: the micropro-
cessor, laser, and wireless networking -- the build-
ing blocks of the computer revolution -- are among
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these engineers' legacies.

By the 1950s, Hockfield continued, scientists in-
cluding Watson and Crick were decoding the struc-
ture of DNA, and “the biological sciences began
to assemble a parts list for the biological universe.
And engineers, in a very similar way, as they saw
the 'parts list’ evolving, picked up those parts
and incorporated them into applications.” This in-
sight underlies her contention that the 21st century
will be an era characterized by everyday implemen-
tations of recently discovered conceptual building
blocks. For our purposes, the question is clear: who
among the many computational, statistical, IT, and
domain experts is doing either of these two tasks:
describing the "parts list" of quantitative investi-
gation and discovery, or doing the engineering to
turn theory into everyday reality, accessible to the
masses?

Let us conclude this article by a quote from
Hahn and Hoerl: “This is a golden age for Statistics,
but not necessary for statisticians.” We sincerely
hope that this article provides some personal views
for statisticians to be ready for the many changes
that are underway under the banner of big data.
In the simplest form, our advice is to be more ag-
gressive, helping or even leading other disciplines
to advance science and knowledge using tools that
have served us well for centuries, revised to meet
the needs of this new era.
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