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retrieval, and marketing analysis of social networks. We propose a new mathematical programming approach
for predicting a future network using estimated node degree distribution identified from historical data. The
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1. Introduction
The link prediction problem is an emerging data
mining problem the goal of which is to predict
the existence of a link between every node pair in the
network based on the past network topology (Lu
and Zhou 2011). Many real-world complex systems,
such as those arising from biological and social inter-
actions, can be described by network representation.
In such networks, each node represents a participa-
tor in the system, and the links (or edges) represent
the existence of connections (or sufficient similarities)
between nodes. Generally speaking, the objective of
many data mining problems is to identify (or predict)
hidden structure(s) of the network(s), if any, based
on available knowledge of the system(s). In the same
fashion, the link prediction is a data mining prob-
lem that appears in many research areas. For exam-
ple, the aim of information retrieval is to classify

unidentified documents by predicting the relation-
ships between words and document classes, where
each node denotes a word or a document class (Salton
1989, Manning et al. 2008). The analysis of biolog-
ical interactions is another example of a scientific
field in which the link prediction problem is clearly
relevant primarily because of the high experimental
costs for large biological networks. Bader et al. (2003)
modeled the problem of predicting the biological rel-
evance of protein-protein interactions as a link pre-
diction problem and developed a logistic regression
approach using the statistical and topological proper-
ties of the protein network. An overview of data min-
ing techniques in the context of the protein-protein
interaction networks was presented by Mamitsuka
(2012). Goldberg and Roth (2003) exploited the local
cohesiveness property of the protein network to pre-
dict the missing links of the (possibly error-prone)
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experimentally derived graphs. The recommender
system is another important application of the link
prediction problem. Huang et al. (2005) adapted a
number of graph theoretic measures between the
users and the items to obtain a recommendation of
books. In this case, the system is represented in a user-
item bipartite network, and a link between a user and
a book denotes the preference between them.
The link prediction problem can be applied in

evolving networks also. For instance, how the struc-
ture of Internet topology evolves over time has been
an important question in computer science and social
science (Medina et al. 2000, Zhou and Mondragón
2004). Since the topology of the Internet can be rep-
resented as a network of connections (links), the
link prediction can be used to analyze and/or pre-
dict the future shape of the Internet. Recently, large-
scale social networks like Facebook and Twitter have
emerged, and predicting the future connections (e.g.,
friend or follower) of the users will be practically
useful. Hoff (2009) introduced a latent factor model
to incorporate the high-order correlation effects of
the international conflict networks for predicting the
missing links. Predicting the prospective links in the
co-authorship network was investigated by Al Hasan
et al. (2006). They treated the link prediction as a
supervised learning problem and adapted the feature
selection procedure to identify the most important
features between the researchers. Juszczyszyn et al.
(2012) investigated a predictive model of structural
changes of subgraphs of a university email network
by using Markov chain.
The simplest (and arguably most effective) algo-

rithms for solving the link prediction problem are the
so-called scoring methods. In scoring methods, a num-
ber of scoring functions that measure the similarity
(or proximity) between the individuals of the network
are defined. For each link of the network that needs
to be predicted, the scoring function assigns a certain
score to the link, and the score itself (often informally)
represents the probability of the existence of the link.
The scoring functions can be defined in various ways,
with each method designed to reflect a specific aspect
of the network topology, such as the number of neigh-
bors, the distance, and/or the clusters. Once the link
scores are calculated, the prediction can be made by
sorting the link scores in decreasing order and choos-
ing a predefined number of links with top scores.
Liben-Nowell and Kleinberg (2007) compared the pre-
diction performances of many scoring methods on the
co-authorship network.
Because of its simplicity, the scoring method is quite

flexible and can be incorporated with more sophisti-
cated methods. When each node of the network has
some attributes, the score can be calculated by using
a supervised learning framework such as regression.

In fact, any scoring function may be treated as an
attribute or feature of the node and/or the link.
Al Hasan et al. (2006) compared different classes of
supervised learning algorithms for the link predic-
tion on bibliographic data sets. In addition, when the
networks have some probabilistic inferences, proba-
bilistic approaches can be considered. The probabil-
ity relational models find hidden parameters that can
best explain the observed data. The probability of
the existence of a link is obtained by the conditional
probability on the estimated parameters. Many vari-
ations of the probability relational model were pro-
posed in various alternative forms such as a binary
tree (Clauset et al. 2008, Park et al. 2010), a generative
Bayesian model (Herlau et al. 2012), and local fitness
function (Lancichinetti et al. 2009).
Almost all link algorithms in the literature can

essentially be considered as an estimation method of
the existence probability of each link—i.e., they can
be considered as local information. In other words,
one calculates the score (e.g., probability or similarity)
of each single link, and the only criterion of predic-
tion is the score. In this context, those link prediction
algorithms may be seen as greedy algorithms. Given
that (i) the algorithms completely depend on a limited
amount of data that have already been observed, and
(ii) the prediction is made in a greedy manner, there
may be overfitting issues. In many data mining frame-
works, the overfitting issues can often be remedied
by introducing some forms of regularization. Regular-
ization methods are based on a priori knowledge of
the problem, such as the widely used parsimonious
assumption. In other words, the generalization perfor-
mance can be improved by regulating (or guiding) the
prediction phase through the use of a priori knowl-
edge of the network.
In this study, we propose a novel link prediction

framework that regulates the network by means of
node degree distribution to characterize the network.
Recently, research on social networks has revealed the
existence of the power law of the node degree distri-
bution (Barabási and Albert 1999, Boginski et al. 2006,
Jeong et al. 2000, Kim et al. 2002). Here, we present a
mathematical programming approach that maximizes
the sum of the scores of the links predicted while con-
comitantly considering the node degree distribution
so that the prediction phase will not be too greedy.
The proposed framework can be integrated smoothly
with any existing scoring method and can be seen
as generally resembling the Bayesian framework; i.e.,
our prior belief of the node degree distribution being
a specific characteristic of the network is exploited to
regulate the link prediction.
This paper is organized as follows: In the §2, we

briefly review the existing link prediction algorithms.
In §3, the network structural approach for the link
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prediction problem is introduced. The mathematical
formulation and its solution algorithm are developed
in §4, and the computational study for the real-life
networks is reported in §5. Our conclusions are given
in §6.

2. Background
The scoring method is arguably the most widely used
link prediction algorithm, as it can be quite effec-
tive. The essential element of the scoring method is
the definition of the scoring function, which assigns
score values to every link to be predicted. The basis
of the score function is that the higher the score, the
more likely it is that the link will appear in the future
network. A common principle of all scoring meth-
ods is that the absolute magnitudes of the scores are
not important and that only the ordering of the link
scores matters. After assigning a score to each link
to be predicted, the prediction is made by taking n∗

links with the highest scores. Various approaches can
be used to define the score function, and they can
be divided into two major categories: (i) static repre-
sentation of networks (scoring algorithms based on a
static graph) and (ii) dynamic representation (exploit-
ing the temporal aspects of the networks using time-
series analysis). Most of the link prediction algorithms
developed to date are based on the static represen-
tation of networks, which can be obtained by aggre-
gating the past network data. After building a static
graph from past observations, we use a number of
graph theoretic measures to assign scores to the links
to be predicted. The underlying motivation of this
approach is that the topological properties of any link
in past networks are likely to be complied in the
future network. Huang and Lin (2009) recently pro-
posed a time-series (TS) analysis approach for the
link prediction problem. Based on their results, they
concluded that the best performance was shown by
the TS analysis approach combined with static scor-
ing methods. In particular, they showed that this
approach and the various static scoring methods have
the potential to complement each other, as they rep-
resent two different aspects of the network. da Silva
Soares and Bastos Cavalcante Prudencio (2012) con-
sidered a similar TS approach in conjunction with
unsupervised and supervised link prediction models,
and showed satisfactory results for the co-authorship
networks. In the following, we briefly review some
of the most popular scoring algorithms. All but the
TS analysis scoring method are categorized as static
scoring methods.
Adamic/Addr 4ADA52 Adamic and Adar (2003) pro-

posed a scoring method for measuring the similarity
between two websites i and j , which is defined as

∑

k2 feature shared
by i and j

1

log frequency4k5
0

In the link prediction setting, the features of site i can
be the set of adjacent nodes of site i. Let â4i5 denote
the set of adjacent (neighbor) nodes of site i on the
observed network. Let �A� denote cardinality of a set
A. Then, the ADA score sADAij for link 8i1 j9 can be
given as:

sADAij 2=
∑

k∈â4i5∩â4j5

1

log �â4k5�
0 (1)

Katz 4KZ52 The Katz measure is obtained by sum-
ming the number of paths of length l between two
nodes i and j for all l (Katz 1953). In the summa-
tion, the number of paths of length l is multiplied by
damping parameter �l to prevent divergence. Let M
denote the adjacency matrix of the observed graph. It
is well known that the number of paths with length l
between two nodes i and j is the 4i1 j5 element of M l.
Therefore, the summation over all l gives the follow-
ing score:

sKZij 2=

[

∑

l=110001�

�lM l

]

ij

= 64I −�M5−1− I 7ij 0 (2)

Preferential Attachment 4PA52 This measure was
originally introduced to explain the preferential
attachment phenomena often observed in real-life
large networks (Barabási and Albert 1999). Some stud-
ies on social networks subsequently showed that the
probability of interaction between two nodes is cor-
related with the product of the degrees of two nodes
(Barabási et al. 2002; Newman 2001a, b). Therefore,
the score for link 8i1 j9 is given as:

sPAij 2= �â4i5� · �â4j5�0 (3)

Time-Series 4TS5 Analysis2 The score methods men-
tioned do not exploit the temporal aspect of networks.
Huang and Lin (2009) proposed a TS approach in
which the basic premise is to use the TS frequency
information of link occurrence obtained by fitting the
ARIMA model (Box et al. 1970). For each link, these
authors considered the link frequency TS data from
past networks and applied the ARIMA model to pre-
dict the probability of the future appearance of the
link. The computational results showed that the com-
bined approach of the TS and static methods outper-
formed the previous methods using static information
only. Let x̂ij and sdij denote the predicted link fre-
quency and the standard deviation of the prediction
for the link 8i1 j9 in the future network by the ARIMA
model, respectively. Then, the score for the link is
given as:

sTSij 2= Pr4x̂ij > �51 (4)

where � is a given constant and the probability is cal-
culated from a normal distribution N 4x̂ij1 sd

2
ij5.
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Hierarchical Random Graph Model 4HRM52 This
method, first proposed by Clauset et al. (2008),
exploits the hierarchical structure of social networks.
In this model, the hierarchical structure of networks
is represented by a dendrogram where closely related
pairs of individuals have lower common ancestors.
Each inner node r in the dendrogram has some prob-
ability pr that any pair of individuals in left and right
subtrees will have any connections. For a given den-
drogram, the probability pr can be calculated easily by
maximizing the likelihood of dendrogram that gen-
erates the observed network, and for any individual
pair i and j the probability pij that they are connected
by a link is pij = pr , where r is the lowest common
ancestor in the dendrogram. They used the Markov
chain Monte Carlo algorithm to sample many den-
drograms with good likelihood measures. After sam-
pling, the probability of a link between i and j is given
as the average of pij for all sampled dendrograms.
This is equivalent to assigning the score sHRMij for the
link 8i1 j9 as follows:

sHRMij 2=
1

�D�

∑

d∈D

pdij1 (5)

where D is a set of sampled dendrograms.
Any scoring algorithm can be used by itself or com-

bined with other scoring algorithms. Moreover, the
scoring method may serve as a starting point for more
sophisticated link prediction algorithms, such as the
probabilistic classification method (Hoff et al. 2002,
Hoff 2009). We refer the reader to the survey paper
by Newman (2001a) for more detailed descriptions of
the scoring methods.

3. A Network Structural Approach
In this section, we propose a new network struc-
tural approach that uses the information available
from the node degree distribution to predict the links
in the future networks. The basic concept is to pre-
dict a future network topology based on the scores
obtained from a number of scoring algorithms while
concomitantly restricting the predicted network to a
certain global structure of the present network: the
node degree distribution.
The degree of a node represents the number of inci-

dent links to the node in the network. In many social
networks, the node degree is a basic quantification
of how actively the node is interconnected to other
nodes. Let ℘4d5 denote the probability (when it is
divided by the total number of the nodes) of any node
with node degree d in the network. Then ℘4d5 can
be estimated based on the frequency of nodes hav-
ing node degree d in the network. Since the seminal
work by Barabási and Albert (1999) was published, it
has turned out that nearly every real-life network has

a specific form of node degree distribution, e.g., the
power law degree distribution (Newman 2003).
In fact, the power law-like degree distribution is

a somewhat unexpected result, since in the random
graph model developed by Erdos and Renyi (1959),
the degree distribution is expected to show a more
centralized distribution. The easiest way to identify
the existence of the power law degree distribution in
the network is by plotting the degree distribution in a
log-log scale. In a log-log scaled plot, the power law
distribution takes on the appearance of a straight line
with a negative slope, which implies that the degree
distribution function has a form resembling

℘4d5∝ d−�1 (6)

where � is a constant that varies with the network
type. One notable aspect of the power law-like degree
distribution is that it makes the network scale-free—
any network that shows the power law degree distri-
bution is often referred to as the scale-free network.
The implications of a network being scale-free are
(i) the power law degree distribution holds regard-
less of the size of the network and (ii) the power law
degree distribution property is complied with even if
the network is growing (or shrinking). It can therefore
be said that if there is some power law-like degree
distribution in the past network, the future network
can be expected to follow the same distribution.
We can view the degree distribution as some sort

of global characteristics of the network. We naturally
expect that the graph to be predicted also follows the
degree distribution observed in the past networks. To
achieve this, a link prediction method should explic-
itly take into account a specific node degree distri-
bution of observed networks in making predictions.
There are very limited studies explicitly addressing
degree distribution in the link prediction settings,
however, some rare exceptions are found in com-
munity detection literature. Jiang and Tuzhilin (2009,
p. 319) mentioned in their paper:

As with many natural phenomenon that has a power
law distribution, our result suggest that the decline
rate in terms of segment counts per segment size, start-
ing from the peak of the segment size distribution,
would also follow a power law distribution for the
optimal solution. However, formal analysis is required
to prove this conjecture.

They suspected that the reason for the superior per-
formance of their algorithm is that their algorithm
happens to produce a power law distribution, which
is not intended. Karrer and Newman (2011) pro-
posed a degree-corrected stochastic block model to
incorporate degree heterogeneity of communities. They
found that a standard stochastic block model with-
out consideration of degree distribution is likely
to miss important structure of real-life networks,
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so it can give radically incorrect answers. Roughly
speaking, the degree-corrected stochastic block model
essentially minimizes a Kullback-Leibler divergence
between pK and pdegree, where pK is the probabil-
ity distribution of given block model and pdegree is
the probability distribution produced by the pref-
erential attachment model that consequently results
in a power law degree distribution. Therefore, their
model finds a block model whose degree distribu-
tion of nodes in a community is most similar to the
power law-like degree distribution. They showed that
incorporation of degree distribution property in the
stochastic block model could perform much better in
detecting real-life community structure. Shen et al.
(2011), Chaudhuri et al. (2012), and Newman (2012)
also indicate that incorporating global structures such
as degree distribution can improve the prediction per-
formance significantly. In this paper, we share the
motivation of Karrer and Newman’s approach, and
in the following sections propose a somewhat differ-
ent approach: we propose an optimization model that
ensures the predicted graph does indeed follow the
specified node degree distribution.
Most of the scoring algorithms reviewed in §2 were

designed to assess certain local structural character-
istics of the observed networks. It is commonly rec-
ognized that a particular scoring method performs
well for certain networks but fails to provide a good
prediction for other networks. This shortcoming may
be overcome by carefully combining several scoring
methods. Theoretical results on just how to combine
different scoring functions are, however, limited. The
criticism of the scoring methods can be summed up
simply: they are too microscopic. Generally speaking,
the scoring functions are defined on a single link; this
rather restrictive definition means that it is difficult to
assess the network as a whole. For example, the simi-
larity (or score) between two links may not be directly
observable from the historical occurrence of each link
and may depend on some complicated global (or col-
lective) structural aspects of the networks. The lack
of a macroscopic consideration of the scoring meth-
ods becomes more evident when the actual prediction
is made. Since we only choose a certain number of
links with the highest scores, the possible correlations
between links may be ignored. For example, suppose
that two links having similar scores to each other are
so extremely negatively correlated that only one of
them can appear at a time. The scoring methods can-
not reflect this kind of complex constraint (or net-
work characteristic) since the scores of the links are
the only criterion used by the algorithms to make the
prediction.
Statistical techniques, such as correlation analysis,

can be used to extract information on the collective
structure of the links in the network. In this approach,

we see that each participant in the network has a
collection of attributes. Based on these attributes, the
correlation analysis can be performed using infor-
mation compiled by observing the networks. There
are many variations of the procedure used for han-
dling (or defining) the correlation and the similar-
ity between the links (see Kolaczyk 2009, §7.3 for
details). Despite the clear relevance of the correlation
analysis to the link prediction application, few stud-
ies have focused on this line of approach. There are a
number of reasons for this lack. First, in many cases,
there is not enough information to induce meaningful
statistical inference. Generally speaking, the statistical
analysis is based on the implicit assumption of ran-
dom and unbiased repetition of outcomes, but this
assumption is not always valid. An excessively fine-
grained statistical analysis on an insufficient body of
data can lead to a critically misleading interpretation.
Second, a statistical analysis can be extremely time
consuming when the network under study is very
large, as is the case in many real-world social network
cases. The computational burden becomes even larger
when we consider the time-dependent correlations
(TS approaches) as well as the topological-dependent
correlations of the networks. Third, in some cases,
the correlation merely provides some information on
the results (or outcomes) of the networks and does
not extend our knowledge on what causes the results
(correlation does not imply causation). Therefore, the
correlation structure may represent the less essential
characteristics of the networks since the correlation
may vary over time. As an example, consider a coop-
erative network between employees of a company.
The degree of interactions between any two employ-
ees can change because of promotion, transfer, or
company reorganization. We believe that the scoring
algorithms are too coarse (since they do not consider
the global characteristics) and the statistical analysis
approaches are too fine (since they may suffer from
some overfitting issues). The use of node degree infor-
mation in link prediction can be seen as falling in
between these two approaches.
It may be argued whether complying with the

degree distributions is always desirable. For example,
some link recommendation applications seek links
connecting different community groups that would
never be connected otherwise. The motivation of
such application is to stimulate interactions between
the communities so that the network could evolve
actively in a somewhat unexpected way. In this set-
ting, complying with the degree distribution is not
desirable because the major interest is to manipulate
the network structure rather than preserve it. This
observation enables us to classify the link prediction-
related applications into two broad categories: (i) pre-
dicting (or detecting) future (or missing) links of the
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networks and (ii) making (or recommending) links
to alter the future network structure. Here, we only
focus on the prediction problems in which no modifi-
cation or altering of network is allowed. In this case,
complying with the node degree distribution does not
mean we restrain the degree distribution of real-world
networks because we have no control methods for the
real world. It simply means the degree distribution
of the prediction solutions complies with the expec-
tation that a solution with similar statistical proper-
ties to the real-world networks would be better in
simulating its real-world counterpart. The prediction
problems can be classified further into two subprob-
lems: (i) construction of the future networks by pre-
dicting the existence of a link between each node pair;
and (ii) identification of additional links to be aug-
mented in the future to an existing network. Here, we
consider both subproblems.

4. Solution Methodology
Let Gt4V 1Et5 denote the undirected graph of the net-
work at time t, where V 2= 811 0 0 0 1N 9 is the set
of nodes and Et is the set of observed links at
time t. The link prediction problem is to predict a
set of links ET at time T based on previous knowl-
edge of E11 0 0 0 1 ET−1. In this paper, we assume that the
set of nodes remains the same for all values of the
time index t = 11 0 0 0 1 T , which means that the size of
the network remains the same in terms of the num-
ber of nodes. For growing (or shrinking) networks,
we can add a number of dummy nodes to ensure
that the graphs have the same number of nodes over
all time periods. We basically consider the undirected
graph, although the proposed approach can be read-
ily extended to the directed case.
For each (unordered) pair of nodes i ∈ V and j ∈ V ,

let s4i1 j5 (or se) denote the score of the link 4i1 j5
(or e). The score s4i1 j5 is computed using various
link scoring methods. Then, the sets of predicted links
are obtained in all conventional link prediction algo-
rithms by applying a threshold value s∗, which is
equivalent to taking the top n∗ scored links after
ordering the links, where n∗ determines the number
of links of the predicted network. For this reason, we
call this kind of algorithm the simple ordering (SO)
algorithm. Consider an N ×N matrix S whose ele-
ment sij is given as some specific score s4i1 j5. We call
S a score matrix. The SO algorithms can be stated as
follows:

(PSO) max
x∈80119�E�

{

∑

e∈E

sexe

∣

∣

∣

∣

∑

e∈E

xe ≤ n∗

}

1 (7)

where S is the score matrix calculated from our
knowledge of the previous networks G11 0 0 0 1GT−1.
The set E is the set of link candidates to be predicted;
usually E 2= 88i1 j9 � i 6= j1 i ∈ V 1 j ∈ V 9. The decision
variable xe is 1 if link e is predicted, and 0 otherwise.

In fact, problem (7) can be solved easily by sorting all
elements of the score matrix and choosing the top n∗

links.
We now assume that the estimated probability dis-

tribution of node degrees ℘̂4d5 for the network Gt

for period t = T is obtained from the past networks
G11 0 0 0 1GT−1. For some nonnegative integer vector
b ∈�

N
+ , we denote b∼ ℘̂ if the value distribution of b

approximately follows the node degree distribution ℘̂

(where bi is the ith component of b, representing the
node degree value of node i ∈N ). For some nonneg-

ative integer vector b̂∼ ℘̂, let B denote a set of all

element-wise permutations of b̂; i.e., B 2= 8b ∈�
N
+ � b=

P b̂, for some permutation matrix P9. The link pre-
diction problem with the aim of preserving the node
degree distribution at the future network can then be
stated as follows:

(PDD) max
b∈B

max
x∈80119�E�

{

∑

e∈E

sexe

∣

∣

∣

∣

∑

e∈�i

xe≤bi1∀i=110001N

}

1 (8)

where �i is the set of the links adjacent to node i;
i.e., �i 2= 88i1 j9 ∈ E � j 6= i, j ∈ V 9. We call problem (8)
the degree distributional approach (DD). In this
approach, we assume that the same node degree
distribution property of the previous networks
G11 0 0 0 1GT−1 also exists in the newly predicted
(future) networks GT . The objective of this formu-
lation is to find a network that maximizes the sum
of link scores while respecting the node degree dis-
tribution. Note that we do not specify the node
degree of any node i here. We only restrict the dis-
tribution of the node degrees. Also note that the
inner maximization problem of (PDD) is a maximum-
weight b-matching problem that has a polynomial
time algorithm (Cook and Pulleyblank 1987, Anstee
1987). The problem (PDD) is, however, NP-hard, as
shown in the following.

4.1. Computational Complexity of (PDD)

Let F 4s1 b5 2=maxx∈80119�E�8
∑

e∈E sexe �
∑

e∈�i
xe ≤ bi1 ∀ i =

11 0 0 0 1N 9; then we can formally define a decision ver-
sion of the problem (PDD) as follows. Without loss of
generality we assume all data are integer.

Problem 1 (Maximum-Weight b-Matching Over

Permutation Group).
Instance: Undirected graph G4V 1E5, nonnegative

integer vectors b̂ ∈�
�V �
+ and s ∈�

�E�
+ , and positive inte-

ger L≤
∑

e∈E se.
Question: Determine if maxb∈B F 4s1 b5 ≥ L (i.e., is
there a permutation matrix P such that F 4s1P b̂5≥ L?).

Theorem 1. Problem 1 is NP-complete.
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Proof. Reduction from a satisfiability problem
(SAT). See online supplement (available as sup-
plemental material at http://dx.doi.org/10.1287/ijoc
.2014.0624) for details. �

4.2. Approximating Scheme
Since the problem (PDD) is NP-hard, solving the
problem directly is not practical especially for
large networks. Therefore, we propose the following
approximating scheme.
For a given number K, we divide the range of the

node degrees into K intervals, as illustrated in Fig-
ure 1. Let ak for all k= 11 0 0 0 1K+ 1 denote the divid-
ing points. The number of nodes belonging to the
interval k can then be calculated by the degree distri-
bution function. Let gk denote the number of nodes
having the node degrees belonging to interval k. This
results in

gk 2=

[

N ×
∫ ak+1

ak

℘̂4z5 dz

]

1 (9)

where 6 · 7 is a function that returns the nearest integer.
We now introduce binary variables yk

i , whose value is
1 if node i has node degree ak, and 0 otherwise. The
following problem is then obtained as:

(PRDD) maximize

{

∑

e∈E

sexe−D
∑

i∈V

si

}

(10)

subject to
∑

e∈�i

xe≤
∑

k=110001K

aky
k
i +si1 ∀ i∈V 1 (11)

∑

k=110001K

yk
i ≤11 ∀ i∈V 1 (12)

∑

i∈V

yk
i ≤gk1 ∀k=110001K1 (13)

xe∈801191 ∀e∈E1 (14)

yk
i ∈801191 ∀k=110001K1 i∈V 1 (15)

si≥01 ∀ i∈V 0 (16)

d

℘ (d )

ak + 1ak

gk

ak + 1

ak

Cz–�dz

℘(d ) = Cd–�

Figure 1 Approximation of the Node Degree Function

Note. Note that the function ℘̂4d5 is actually a straight line in the log-log

plot.

The variables si for all i ∈ V are introduced for relax-
ing the node degree restriction; i.e., we penalize the
deviation from the expected node degree distribution
in the predicted network. The parameter D controls
the degree of relaxation of the node degree distri-
bution constraints of the predicted networks. Con-
straints (11) restrict the node degree values of the
nodes. No node can belong to more than one node
degree interval, which is ensured by constraints (12).
Constraints (13) ensure that the number of nodes
belonging to node degree interval k should not be
greater than gk.
The number of variables of problem (PRDD) is

N4N − 15/2 + N × K + N , which may still be too
large for a large-sized network to solve Problem 1
directly. Consequently, we used a simple rounding
heuristic: we solve the linear relaxation of (PRDD)—by
replacing constraints (14) and (15) with 0 ≤ xe ≤ 1
and 0≤ yk

i ≤ 1—and round off the (possibly) fractional
solution xe for all e ∈ E to obtain an integer solution.

5. Experimental Study
In this section, the computational results of the pro-
posed algorithm are reported. All algorithms were
implemented using Matlab, and R was used only for
the TS analysis. We used CPLEX to solve the optimiza-
tion problem (PRDD).

5.1. Test Networks
We used four different networks for our computa-
tional study. The first is the Enron email data set
containing the emails sent from and to employees of
the Enron corporation (Cohen 2004). The second net-
work is the stock correlations network constructed
from S&P 500 companies (Kim et al. 2002). The third
and fourth networks are Facebook friend networks
(Viswanath et al. 2009).

5.1.1. Enron Email Network. The Enron email
network is constructed from the emails sent from and
to employees of the Enron corporation (Cohen 2004).
Because this data set has many integrity issues, we
used the clean version available online (Shetty and
Adibi 2004). The data set has been previously used
for link prediction studies, particularly those focus-
ing on surveillance issues (Boginski et al. 2006, Huang
and Lin 2009), and social network analysis (McCallum
et al. 2005, 2007). There are 151 individuals, mostly
former senior managers of Enron. The data span from
May 11, 1999 to June 21, 2002, and we have created
38 networks for each month from May 1999 to June
2002. Each monthly network, which we denote Gt

for any t = 11 0 0 0 138, has 151 nodes. A link between
two nodes (individuals) is made if two individuals
exchanged at least one email during the month. Our
first step was to make the weighted version of adja-
cency matrix M̂t for time period t, where the element
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m̂t
ij is the number of exchanged emails between i and j

during the period t. We define the unweighted ver-
sion of adjacency matrix Mt from M̂t : element m

t
ij is 1

if and only if m̂t
ij > 0. We denote Gt1∼t2

as the reduced

network for the multiple periods whose link set is the
union of the link sets for networks Gt1

1 0 0 0 1Gt2
. The

unweighted adjacency matrix Mt1∼t2
for the reduced

network Gt1∼t2
is given accordingly: its 4i1 j5 element

is 1 if and only if a link exists between i and j in the
reduced network Gt1∼t2

.

5.1.2. Stock Correlation Network. In the world
of global finance, an understanding of the behavior
of stock correlations between individual companies
is of critical importance. Consequently, many studies
have focused on the stock correlation network in the
structural analysis of a network (Boginski et al. 2006,
Kim et al. 2002) and the link prediction setting (Lahiri
and Berger-Wolf 2007). The stock correlation network
is constructed by calculating the correlation between
every two companies, where each link has the same
correlation value as the weight. A certain threshold
value � is commonly used to filter the strongly cor-
related links; i.e., the link between i and j is made
only if the correlation between them is greater than
or equal to �.
We consider the correlations of the daily close

prices of 487 companies in the S&P 500 Index. First,
for a given day l, we calculate a quantity Qi4l5 of com-
pany i to eliminate the time-dependent factors that
might be caused by external economic environment
changes, as proposed by Kim et al. (2002):

Qi4l5= Si4l5−
1

�V �

∑

i∈V

Si4l51 (17)

where Si4l5 2= logYi4l + 15− logYi4l5, and Yi4l5 is the
(close) stock price of company i on day l. Then, for a
given time period t, the weight for the link between i
and j is given as

wt
ij =

�QiQj�t −�Qi�t�Qj�t
√

4�Q2
i �t −�Qi�

2
t 54�Q

2
j �t −�Qj�

2
t 5
1 (18)

where �·�2t is the mean value over period t. In a similar
manner to the one we used for the Enron network,
we build 36 monthly networks from January 2008 to
December 2010 using wt

ij values calculated as the link
weights. We set the value of � as 0.7, i.e., a link 4i1 j5
in the unweighted version of the monthly network
Gt at time period t is added if and only if wt

ij ≥ 007.
The goal is to predict links that are strongly correlated
(greater than or equal to 0.7) at period T based on our
previous knowledge of periods T − 121 0 0 0 1 T − 1.

5.1.3. Facebook Friend Network. Because of the
advance of Internet technology, a social network like
Facebook is becoming increasingly popular. Unlike
the Enron email network and stock correlation net-
work, the Facebook friend network is ever growing.
That is, a network at period T always completely con-
tains edges of period T − 1. Thus, our goal of link
prediction is to predict the newly associated friend-
links based on the past network information. In this
study, we used the Facebook friend network data
provided by Viswanath et al. (2009). The data set
originally was obtained by compiling a New Orleans
regional Facebook friend network. There are 63,731
distinct individuals in the data set. From the origi-
nal data set, we made two data sets—Facebook500
and Facebook1000—that contain the first 500 individ-
uals for Facebook500 and 1000 individuals for Face-
book1000 and links between only them. Some links in
the original data set have the time of link establish-
ment. We first constructed a base network G0 having
links that do not have the time information. The base
networks for Facebook500 and Facebook1000 have
2,246 and 6,017 edges, respectively. We then created
networks for every two months having the newly
created links only during that period. As a result,
we have 14 networks (G11 0 0 0 1G14) spanning from
September 2006 to December 2008. The goal is to pre-
dict the newly associated friend-links at time T from
the information of networks G01G11 0 0 0 1GT−1. Let
Ê ⊆ E denote the set of edges created before period T .
For the SO methods, we first choose all edges in Ê
and then take n∗ edges with top score values among
the remaining edges. For the DD approaches, we first
fixed variables xe for all exiting edges by adding con-
straints xe = 1, ∀ e ∈ Ê to problem (PRDD). Except fixing
of variables, the algorithm is the same to the cases of
Enron email networks and stock correlation networks.

5.2. Baseline Methods and Performance
Evaluation

For a given period T , we prepared a reduced (un-
weighted) network GT−12∼T−1 from the previous
12 monthly networks for the Enron email network
and stock correlation network. For the Facebook net-
work, we aggregated all past networks G0 ∼GT−1 that
represent the topology of the network just before the
time of prediction. We then calculated the probabil-
ity (score) matrix from the reduced network with the
result that each score matrix for any period T contains
the aggregated information of the past networks.
In this study, we tested the following four scoring

methods:
Static Scoring Method 4ST5. From the reduced graph

of the past networks, we calculate the static score
matrices SADA, SKZ, and SPA using the scoring algo-
rithms ADA, KZ, and PA, respectively. We normalize
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each scoring matrix by dividing it by the maximum
score of each score matrix. The static score matrix SST
can then be given as the sum of all score matrices; i.e.,
SST 2= 4SADA+ SKZ+ SPA5/3.
TS Scoring Method. To obtain the score matrix STS

for the TS approach, we follow the method pro-
posed by Huang and Lin (2009): for each link,
the ARIMA4p1d1 q5 fitting for p = 0111213, d = 011,
and q = 0111213 is performed from the TS data of
the link weights of the previous 12 months (i.e.,
8m̂T−12

ij 1 0 0 0 1 m̂T−1
ij 9). The median x̂ij and the standard

deviation sdij of the TS data are obtained from the best
ARIMA model for each link. For the Enron network,
the TS data correspond to the occurrence frequency of
exchanged emails between two nodes. The score for
link 4i1 j5 is given as Pr4x̂ij > 15, which is the probabil-
ity of at least one email existing at period T . For the
stock correlation network, the TS data consist of the
correlation values of the previous 12 months, which
have values between −1 and 1. The score is given
as Pr4x̂ij > 0075, which represents the probability that
the correlation at period T is greater than 0.7. For the
Facebook networks, we cannot adopt this TS method
because each link does not constitute TS data; i.e., a
link is ever existing if it was created once before.
Hierarchical Random Graph Model 4HRM5. From the

aggregated past network, we calculated the connec-
tion probability pij for every link in the network by
using the HRM proposed by Clauset et al. (2008).
We used the computer code provided at http://www
.santafe.edu/~aaronc/randomgraphs/. The original
implementation does not calculate the probabilities
for the existing links. We modified the code to pro-
duce the probabilities for the existing links because
for the Enron email networks and stock correlation
networks the links observed in the past networks can
disappear in the future networks. Let SHRM denote the
probability matrix whose 4i1 j5 element represents the
probability of link 4i1 j5.
Hybrid Scoring Method 4ALL2 ST+TS+HRM5. This

score matrix tries to combine the static information,
the TS aspect of the targeted network, and the
link probability based on HRM by summing three
score matrices SST, STS, and SHRM; i.e., SALL 2= 4SST +
STS + SHRM5/3. Since the Facebook networks do not
have TS information, we used SALL 2= 4SST + SHRM5/2
for the Facebook networks.
Note that the score matrix obtained by each of these

methods may contain many zero scores. To prevent
the appearance of these zero scores, a small value
smin/2 was added to each element of the score matrix,
with smin being the smallest nonzero score value of
the score matrix.
The performance of each algorithm was measured

by a receiver operation characteristics (ROC) curve

(Bradley 1997). A ROC curve summarizes the pre-
dictive performance of the algorithm by relating the
percentage of true positive predictions 4= sensitivity,
y-axis) to the percentage of false positive predictions
4= 1−specificity, x-axis). Therefore, the ROC curve is
a two-dimensional plot where the x and y axes range
from 0 to 1. A random prediction algorithm should
produce a straight line connecting the left-bottom cor-
ner 4x1y5 = 40105 and upper-right corner 41115. The
most desirable prediction algorithm is the one that
can produce a ROC curve closer to the upper-left cor-
ner 40115. Once the ROC curve is obtained, we can
calculate the area under the curve (AUC) value from
the plot. The AUC value clearly ranges between 0
and 1, with the perfect prediction algorithm having
an AUC value of 1 and the random algorithm having
an AUC value of approximately 0.5.
For the SO algorithms, the ROC curve was obtained

by solving the (PSO) problem repeatedly for the given
score matrix, increasing the values of n∗. In contrast,
for the (PRDD) problem, the ROC curve was obtained
by increasing the minimum and maximum values of
node degrees of the predicted network until the true
positive rate was greater than 95%. After solving the
linear relaxation problem of (PRDD) for the given degree
intervals, we simply rounded off the (possibly) frac-
tional solution to obtain an integer solution.
In addition to obtaining AUC values, we also com-

pare the performance of the algorithms by using the
performance profile graphs proposed by Dolan and
Moré (2002). In comparing the performance of differ-
ent algorithms on the different sets of problems, we
may find that the simple average value may be biased
for certain specific problem cases. The performance
profile graph may eliminate these undesirable biases
and provide a simple and concise representation of
the relative performance of the different algorithms.
Thus, for a set of algorithms A and a set of prob-
lems P , we define the performance ratio as

rp1a =
maxa∈A8tp1a9

tp1a
1 for all p ∈ P1 (19)

where tp1a is any performance measure (AUC value
in this study) of algorithm a ∈ A for problem p ∈ P .
We then define �a4�5 as the probability for algorithm
a ∈A that a performance ratio is within a factor � of
the best possible ratio:

�a4�5=
�8p ∈ P � rp1a ≤ �9�

�P �
0 (20)

For any given � ≥ 1, algorithms having large �a4�5
are preferred. In particular, �a415 represents the prob-
ability that the algorithm a will not be outperformed
by the rest of the algorithms. A performance profile
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graph is obtained by plotting the probability �a4�5
with varying � .
There are two methods of link prediction (SO and

DD) and four scoring methods (ST, TS, HRM, and
ALL). We denote XY if the prediction is made by pre-
diction method X and score matrix Y . For example,
DDST stands for the DD approach with the SST scor-
ing matrix. Similarly, SOALL means that the combined
score matrix SALL is used in the SO method. Con-
sequently, eight distinct algorithms are used in this
study: SOST, SOTS, SOHRM, SOALL, DDST, DDTS, DDHRM,
and DDALL.
We build SST by combining three well-known static

scoring methods with the same weight. It is also pos-
sible to use different weights in combination, which
may enable us to find an optimal combination of
weights. However, determining an optimal combina-
tion of weights is nontrivial and may need sophisti-
cated methods such as ensemble of classifiers (Polikar
2006), which is not a major concern of this paper.
Table 1 shows AUC values for Enron email networks
using three single-scoring methods (SOADA, SOKZ, and
SOPA) and one combined method (SOST). Boldface
font indicates the best results among algorithms. It
is evident that finding a single optimal combination
weight is not straightforward because the best scoring
method is quite different for each network instance.
At least the equal weights (SOST) method used in this
study showed not only the best average result but
also the most stable result (i.e., the smallest standard
deviation).

Table 1 Link Prediction Results (AUC Values) of Static Scoring

Methods (Enron Email Networks)

Month-year �Et � �̂ SOADA SOKZ SOPA SOST

5-2000 46 1051 008450 009542 009457 009585
6-2000 66 1051 007793 008695 008572 008698
7-2000 82 1051 007417 008892 008471 008826
8-2000 129 1042 008029 008823 008502 008844
9-2000 100 1040 008851 009719 009116 009648
10-2000 141 1038 008494 008867 008248 008804
11-2000 165 1034 008633 009614 008566 009507
12-2000 164 1045 008941 009602 008434 009455
1-2001 148 1061 009021 009348 008410 009258
2-2001 172 1058 009200 009674 008658 009606
3-2001 184 1050 009528 009743 008769 009700
4-2001 212 1044 008887 009165 008032 009039
5-2001 249 1036 007868 008240 007288 008163
6-2001 197 1034 008186 008131 006564 008146
7-2001 219 1041 008287 008386 006877 008381
8-2001 342 1038 008441 008509 006743 008534
9-2001 303 1029 008990 008766 007103 008800
10-2001 490 1033 008898 008547 006910 008679
11-2001 410 1013 009023 007566 006926 008358
12-2001 279 1004 009208 007235 007194 008594
1-2002 275 0099 008938 006995 006822 008295
2-2002 246 1009 008472 006899 007100 008245
3-2002 72 1029 009304 003280 006185 008298

Average 20400 1036 008646 008445 007780 008846
Std-dev 000522 001388 000921 000515

5.3. Node Degree Distribution Estimation
As shown in the previous study, which revealed the
existence of the power law node degree distribution,
a power law node degree distribution appears in the
log-log plot as a straight line with a negative slope
(Shetty and Adibi 2004). To estimate the value of �
for each monthly network at period T , we applied the
least-square linear fitting using the function

logP4d5=C −� logd1 (21)

where the fitting is conducted over the aggregated
node degree histograms of the past networks; 12
monthly networks GT−121 0 0 0 1GT−1 for the Enron
email networks and stock correlation networks; and
all past networks G01 0 0 0 1GT−1 for the Facebook friend
networks. The value of � varies slightly over time
due to environmental changes in the networks. For
example, in the Enron email networks, the values of
� range from 0.99 (January 2002) to 1.61 (January
2001). Figure 2 shows examples of node degree distri-
butions and the fitted lines for four tested networks.
It is noteworthy that we estimate the value of � from
the past networks because we do not know the value
of � of the future networks.
In the scale-free networks, the constant C can vary

according to the maximum and minimum degree val-
ues of the network. Let l and u denote the minimum
and maximum degree value, respectively. From the
axiom of the probability (

∫ u

l
P̂ 4z5dz= 1), the value of

Ĉ can then be given as follows:

Ĉ =
1− �̂

u1−�̂ − l1−�̂
0 (22)

Note that without the scale-free property, it is not
straightforward to determine the parameter of degree
distribution. For example, if the degree distribution
follows a normal distribution, we need to determine
the mean and standard deviation of degree values,
which is not trivial, because the mean and standard
deviation of degree values are changing with more
prediction of links. That is, the parameters of degree
distribution may change with network size, which
means using the distribution as an invariant charac-
teristic is not possible.

5.4. Choice of Algorithmic Parameters
For solving the (PRDD) problem, two algorithmic
parameters should be determined. The number of
node degree intervals K should be decided by taking
account of trade-off between computational time and
better approximation of degree distribution. For the
penalty of deviations from degree distribution, using
1 as the value of D seems a reasonable choice. Because
we have normalized the score matrices, any score
of an edge can be at most 1. Setting D = 1 implies
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Figure 2 (Color online) Examples of Node Degree Distributions in the Log-Log Plot

that if any edge has really high probability (∼ 1) the
degree constraint for that edge can be relaxed by one.
Table 2 shows average performances of algorithm
DDALL using different parameters for Enron email net-
works. The column “Time (sec)” represents time spent
in solving one network. As expected, with increasing
K we need more time to solve the problem. Using
value of D greater than 1 did not produce any differ-
ence in the results. All results in the following were
obtained using K = 9 and D= 1.

5.5. AUC Results for Tested Networks
Table 3 summarizes the performance of various algo-
rithms for the networks tested. The best AUC values

Table 2 Average AUC Values of DDALL for Enron Email Networks

with Different Algorithmic Parameters

D

K 0.1 0.5 1 5 10 Time (sec)

3 009014 009077 009078 009078 009078 600

9 009021 009080 009081 009081 009081 902

15 009021 009084 009079 009079 009079 1109

are shown in bold. The column �̂ represents the used
value of � for the degree distributional approaches.
Note that these values are not of the targeted net-
works but an aggregation of past 12 networks. (The
online supplement has more detailed result tables; see
Tables B1–B4 therein.)

5.5.1. Enron Email Networks. All scoring meth-
ods except HRM improved the performances when
used with the proposed algorithm. The DDALL algo-
rithm showed the best performance, and the SOALL
and DDST algorithms showed comparable perfor-
mances. Note that our node degree restriction algo-
rithm actually tends to suppress the prediction of
high-scored links compared with the simple ordering
algorithms. For example, when the degree distribu-
tional algorithm and the simple ordering algorithm
predict the same number of links for the future net-
work, the simple ordering algorithm is better than
(or equal to) the DD algorithm in terms of the total
score sum of links predicted. However, the results
also clearly show that simple maximization of the
sum of scores does not necessarily yield a better
prediction performance. SOST (DDST) performed con-
siderably better than SOTS (DDTS). This behavior is
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Table 3 Link Prediction Results (AUC Values) for the Networks Tested

Static Time-series HRM All

�Et � �̂ SOST DDST SOTS DDTS SOHRM DDHRM SOALL DDALL

Enron 20400 1036 008846 008998 008378 008423 008729 008686 009065 009081

Stock 1112108 1038 008395 008530 008309 008286 008743 008641 008788 008751

Facebook500 4000 1057 008709 009031 008728 008716 008975 009104

Facebook1000 11403 1032 008543 008927 007697 007672 008522 008855

understandable because the TS analysis cannot pro-
duce a meaningful prediction when there are no pre-
vious links in the past 12 monthly networks.

5.5.2. Stock Correlation Network. The DDALL
and SOALL algorithms showed the best performance
in terms of average AUC value. It is interesting to
note that the DD algorithms appear to perform bet-
ter for networks with small target links (see Table B.2
in the online supplement). For example, the best p-
value is obtained for networks having fewer than
500 edges by the static scoring method (DDST ver-
sus SOST). For a given monthly network, let ℘ and ℘̂

denote real and estimated degree distributions, respec-
tively. Because ℘̂ was obtained from past 12 monthly
networks not including the current network, it is
not necessarily the same with ℘, which is obtained
from the current network only. Note that our method
relies on the assumption of persistence of degree
distribution property, which means the actual per-
formance of our algorithm may depend highly on
similarity of degree distributions such as Kullback-
Leibler (KL) divergence. Let ãST 2= DDST − SOST and
ãALL 2= DDALL − SOALL, e.g., performance gain from
our method. Figure 3 shows correlation between
ãST (or ãALL) and KL(℘, ℘̂), where clear negative
correlation is shown (e.g., −0065 and −0075). This
result strongly indicates that accurate estimating of
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Figure 3 (Color online) Correlation Between Performance of Our Algorithm and Similarity of Degree Distribution 4KL4℘, ℘̂55

degree distribution is important for performance of
our method, and our method performs better when
the distribution is similar enough.

5.5.3. Facebook Networks. DDALL showed the
best performance for the Facebook500 network, and
DDST performed best for the Facebook1000 network.
In both cases, the performance of SOST and SOALL was
greatly improved by the DD approach. Comparing
the two results, it is notable that the HRM method
did not perform well, especially for the Facebook1000,
whereas other methods could produce more consis-
tent results. The HRM method relied on hierarchical
decompositions (dendrograms) of the given network.
And the possible number of dendrograms of the net-
work is growing exponentially with the network size.
Since trying all possible dendrograms is practically
impossible, a fixed number of dendrograms having
good likelihood are sampled. Consequently, with an
increasing network size, the HRM method may suffer
from the lack of sampled dendrograms, which results
in poor performance.

5.6. Analysis of Results
Figure 4 contains plots of the performance profile
graphs of the tested algorithms for the four tested
networks. In these graphs, the y-axis is the probabil-
ity that any algorithm would perform as well as the
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Figure 4 (Color online) Performance Profile Graph for the Tested Networks

best possible algorithm with the ratio of 1/� . In other
words, a point 4�̂1 �̂5 indicates that the performance
of the algorithm would be within 1/�̂ of the best pos-
sible algorithm with probability �̂. Therefore, a good
algorithm is expected to have high � values for every
range of � . The performance profile graphs in Figure 4
show that DDALL is the best algorithm except for the
stock correlation network case.
The additional performance boosts by our algo-

rithm were most significant with the static scoring
method (DDST versus SOST). For the TS scoring or
HRM methods, however, the performance improve-
ment of our algorithm was not significant because
these methods may produce many zero scores. For
example, a link of any two individuals who have
never exchanged an email has zero score by the TS
scoring method; however, these two individuals may
be connected in an indirect way so that the graph the-
oretic measure, such as (KZ), gives a nonzero score.
Table 4 shows the ratios of nonzero values of score
matrices for the different scoring methods. The very
small percentages of nonzero scores explain why the
DD approach did not perform well for these scoring
methods. Roughly speaking, the DD approach finds a
solution having the most similar degree distributional
characteristic compared to the past networks among

many network solutions having similar sum of scor-
ing values. For the DD approach, the score matrix
should have sufficient nonzeros so that many alter-
natives of solutions can be considered. Figure 5 illus-
trates ROC curves for the selected networks. The plots
clearly show that the DD approach can derive a bene-
fit from the many nonzero scores of the static scoring
method.
Another interesting thing to note is that our ap-

proach does not seem to improve the performance
of the HRM method, despite, as shown in Table 4,
this method providing considerably more nonzeros
than the TS method. In their original paper proposing
the HRM method, Clauset et al. found that the HRM
method successfully reconstructs the statistical prop-
erties of the network closely, including degree distri-
bution, despite the fact that their algorithm does not
explicitly exploit these properties (Clauset et al. 2008).

Table 4 Ratios of Nonzero Edge Scores for Different Methods

Network ST (%) TS (%) HRM (%)

Enron 66.44 5.29 49.79

Stock 98.81 7.48 46.05

Facebook500 97.61 n/a 14.16

Facebook1000 95.56 n/a 10.47
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Figure 5 (Color online) ROC Curves for the Selected Networks

This explains why the HRM method does not benefit
from our approach.

5.6.1. Quality of Node Degree Distribution Esti-
mation. It is obvious that the performance of our
approach depends highly on the quality of estimated
node degree distribution. In the previous sections, the
computational results were obtained using a simple
moving average to estimate the node degree distri-
bution. Since precise estimation of node degree dis-
tribution is very important in our approach, more
sophisticated estimation methods can be employed.
If we push this idea further, the best possible case
would be when we use the true node degree dis-
tribution at time T . We conducted additional exper-
iments to assess the prediction performance when
using the true degree distribution as well as to inves-
tigate other degree distribution estimation methods.

Let DDEXACT denote our approach with the exact
(true) node degree distribution at time period T . Let
NT be the number of links to predict in time T .
For the exact degree distribution, instead of fitting
the distribution to any predefined distribution func-
tion, we used the true histogram of node degrees
at time T in problem (PRDD). For a more sophisti-
cated degree distribution estimation method, we con-
ducted ARIMA(p1d1 q) fitting for p = 0111213, d =

011, and q = 0111213 for estimating the parame-
ters of power law degree distribution (DDARIMA).
DD denotes our approach with the simple moving
average method used in the previous sections. With
each method, we made a prediction of N T links and
calculated true positive ratios (TP 2= no. of correct
predictions/N T ). For the easy comparison, we nor-
malized the results by dividing with results of SO
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Figure 6 (Color online) Comparison of Different Node Degree Estimations

method, i.e., TP4DD5/TP4SO5, TP4DDARIMA5/TP4SO5,
TP4DDEXACT5/TP4SO5. Thus higher values are desir-
able because it means the method performs better
than the SO method. We used SST for all experi-
ments. Figure 6 shows the prediction performances of
our approach with different node degree estimation
methods relative to that of the SO approach. The fig-
ure clearly shows that (i) DDEXACT outperforms other

methods particularly for Enron email networks and
Facebook friend networks, which implies that com-
plying with the degree distribution can improve the
link prediction performance when the degree distri-
bution can be estimated accurately; and (ii) DDARIMA
and DD are quite comparable in terms of perfor-
mance, which implies that the node degree distribu-
tion estimated by the simple moving average was
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quite comparable to that obtained by the ARIMA fit-
ting method.

5.6.2. Using General Degree Distribution. In
general, our approach can be applied to any networks
as long as the estimated node degree distribution is
available, which implies that any type of node degree
distribution can be used. For example, we can esti-
mate two parameters (mean and standard deviation)
from the historical data if we believe that the node
degree distribution follows the normal distribution. It
is even possible to use a completely arbitrary degree
distribution, as we did for DDEXACT in §5.6.1. Figure 7
compares the prediction performance of different dis-
tribution functions fitted with the true degree distri-
bution tested on the stock correlation networks. Let
DDX

EXACT denote the degree distributional approach
with probability distribution function X fitted to the
true degree distribution at period T . The distribu-
tions used for comparison include normal, Poisson,
logistic, exponential, and power law distributions. We
compared the relative performance of each distribu-
tion to that of DDEXACT. The results clearly show
that DDPowerEXACT performs better than other distributions.
One interesting thing to note is that for some net-
works, DDPowerEXACT outperforms DDEXACT. These some-
what surprising results can be explained when we
take into account the true positive results of DDEXACT
(the upper graph of Figure 7), where lower values
mean the prediction was not so successful (e.g., 9-
2009, 12-2009, and 1-2010, etc.). The low true positive
values also imply that the score matrix used for pre-
diction failed to be relevant to the true links in period
T . In other words, many links in period T are actually
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Figure 7 (Color online) Comparison of Different Distribution Functions Fitted to True Degree Distribution for Stock Correlation Networks

unexpected connections that could not be foreseen by
the scores obtained from the past networks. There-
fore, constraining with the true degree distribution
by DDEXACT may impair the prediction performance
because the exact degree constraint can make the pre-
diction completely wrong with poor quality scores. In
contrast, DDPowerEXACT tends to reduce the risk of wrong
prediction because the fitting effectively makes the
distribution smoother and less extreme.
It should be noted that the power law assumption

can give us one unique advantage over other degree
distribution assumptions. Taking the power law dis-
tribution assumption implies that we also maintain
the scale-free assumption, which enables us to use the
same estimated value for the exponent parameter �,
regardless of the number of links to predict. With
other distribution assumptions, such as the normal
distribution, we need to estimate distribution param-
eters for every possible number of links to predict.
For example, consider the case that we estimated the
degree distribution with two parameters � and � ,
based on the normal distribution assumption, from
a past network containing Z links. The problem is
that we do not know how many links will exist in
the future network, and the degree distribution con-
straints would only make sense when the future net-
work has the same number of links; i.e., � and �
are only valid in a network with Z links. To pre-
dict a network with 2Z links, the degree distribution
should be re-estimated from the past networks, which
may be tricky when a network with 2Z links was
not observed before. To overcome this, we need to
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make other assumptions on evolution of degree dis-
tribution with every possible number of links, which
requires further justifications. Under the scale-free
assumption, however, it is easy to calculate the other
parameter with the given exponent � and number of
links 2Z because the mechanism governing evolution
of the scale-free networks guarantees the same or a
not significantly different � with the number of links
(Barabási and Albert 1999).
Development of DD link prediction approach can

be applied to general degree distributions with any
number of links to predict is certainly an interest-
ing research direction that deserves serious inves-
tigations. Another potentially interesting topic is
identifying additional global structural properties of
networks that may be incorporated in the link pre-
diction algorithms. Recent studies have revealed that
there are other types of global structures in real-life
networks. Palla et al. (2005, 2007), for example, dis-
covered that the size of communities in many real-life
networks often follows the power law distribution.
Applying this characteristic to the link prediction or
the community detection problem may be valuable
future research topics.

6. Conclusion and Discussion
In this paper, we propose a novel approach to the
link prediction problem that exploits a network-wide
characteristic to improve prediction accuracy. Tradi-
tional link prediction algorithms, such as topological
inference and TS analysis, are based on some value of
the likelihood measure of each single link. Although
these algorithms are relatively simple and often per-
form well, they fall short when the collective char-
acteristics among many links are considered. More
recently, a large number of studies on real-world net-
works have revealed the existence of the power law
of the node degree distribution. Its existence indi-
cates that the network is scale-free, i.e., that the power
law will hold regardless of the size of the network.
We have developed a mathematical programming for-
mulation that constrains the resulting link prediction
solution to follow the estimated node degree distri-
bution. We also present a new method to estimate the
node degree distribution of the future network based
on observations in past networks.
We tested our algorithm using three real-world

networks. Although these three data sets are taken
from fundamentally different types of social networks
(emails between company employees, correlations
between stocks, and association of friends, respec-
tively), we were able to clearly demonstrate that each
node degree distribution of each network follows a
power law. The computational results show that our
approach yielded a better performance than the tradi-
tional algorithm with the same scoring method. These

results are rather surprising since the added perfor-
mance boost can be obtained without introducing a
new elaborated scoring method. We believe one of the
most appealing features of our method is that it can
be used in conjunction with any scoring method.
As shown in the case of the stock correlation net-

work, an immediate extension of the proposed algo-
rithm is to use a more elaborated approximation of
the node degree distribution function. The existence
of the power law is actually not an essential require-
ment for the application of our method. However, one
major issue in using a general degree distribution is
that we cannot guarantee that the degree distribution
will remain the same with increasing of edges of the
network. The crucial property of a power law degree
distribution is its scale-freeness that is absent in gen-
eral degree distribution functions. How to handle the
change of general degree distributions for a growing
network is a future research topic worth investigating.
The proposed method does not incorporate the tem-

poral factors directly. One way to incorporate the
temporal aspects is to treat the degree numbers of
monthly networks for each node as TS data. We may
predict the degree number of a node for a future net-
work using ARIMA fitting. The obtained degree pre-
diction does not necessary follow the global degree
distribution because the ARIMA fitting should be
done for each node independently. Let b̃i denote the
predicted degree number for node i. We then consider
the following problem:

(PRDDT) maximize

{

∑

e∈E

sexe −D
∑

i∈V

si

−Q
∑

i∈V

∣

∣

∣

∣

b̃i −
∑

k=110001K

aky
k
i

∣

∣

∣

∣

}

subject to
∑

e∈�i

xe ≤
∑

k=110001K

aky
k
i + si1 ∀ i ∈ V 1

∑

k=110001K

yk
i ≤ 11 ∀ i ∈ V 1

∑

i∈V

yk
i ≤ gk1 ∀k= 11 0 0 0 1K1

xe ∈ 801191 ∀ e ∈ E1

yk
i ∈ 801191 ∀k= 11 0 0 0 1K1 i ∈ V 1

si ≥ 01 ∀ i ∈ V 1

where � · � means an absolute value that can easily
be linearized by introducing some auxiliary variables.
The motivation of this problem is to use the predicted
degree value as some guidance for the future degree
value while respecting the global degree distribution.
It is noteworthy that the size of the proposed opti-

mization problem can become very large when the
network is large. In this case, any decomposition
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algorithm, such as the column-generation algorithm,
may be considered. In the column-generation algo-
rithm, for example, the master problem is modified
to choose the best node degree vector having each
node’s degree value. The column-generation subprob-
lem is to find the most beneficial node degree patterns
(columns) with the dual optimal solution of the mas-
ter problem. Another possible method for analyzing
large networks is to use some heuristic algorithm in
constructing a link prediction solution. In the genetic
algorithm, the goodness of solution can be measured
by introducing a fitness function. We can also define
a fitness function measuring the node degree distri-
bution of the solutions. The genetic algorithm then
iteratively finds the solutions that are well fitted to
the node degree distribution function.
Usually estimating degree distribution of future

networks involves applying maximum-likelihood
methods on the past networks. Unfortunately, it is
often difficult to obtain accurate estimation by such
methods when the network is evolving. Instead of
fitting directly to any distribution functions, it is pos-
sible to use hidden moments of networks, which even-
tually determine how the networks evolve over time
(Bickel et al. 2011). Incorporating the moments for
degree distribution into the link prediction approach
instead of the degree distribution might enable us to
avoid difficulties in estimating the degree distribution
precisely for the evolving networks.
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Supplemental material to this paper is available at http://dx
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