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Selection of multinomial logit
models via association rules
analysis
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In this research, we propose a novel approach for a multinomial logit model
selection procedure: specifically, we apply association rules analysis to identifying
potential interactions for multinomial logit modeling. Interaction effects are very
common in reality, but conventional multinomial logit model selection methods
typically ignore them. This is especially true for higher-order interactions. Here,
we develop a model selection framework to address this problem. Specifically,
we focus on building an optimal multinomial logit model by (1) exploring the
combinations of input variables that have a significant impact on response
(via association rules analysis); (2) selecting potential (low-order and high-order)
interactions; (3) converting these potential interactions into new dummy variables;
and (4) performing variable selections among all the input variables and the newly
created dummy variables (interactions). Our model selection procedure is the first
approach to provide a global search for potential interactions and establish the
optimal combination of main effects and interaction effects in the multinomial
logit model. In our investigation, we consider both simulated and real-life datasets,
thereby confirming the effectiveness and efficiency of this method. © 2013 Wiley
Periodicals, Inc.
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INTRODUCTION

The multinomial logit model is one of the most
important models for multicategorical responses.

This model is used to make predictions about and
explain relationships among variables in a wide variety
of areas, including business, economics, education,
health care, and geography. As it is an enhanced
version of logistic regression, multinomial logistic
regression shares the problem associated with logistic
regression but with more complications involved.

Selecting a multinomial logit model when there
are many main effects and interactions involved
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is difficult. Incorporating interactions into models
becomes more challenging as the number of main
effects increases, because the number of interactions
between the effects grows at an accelerated rate.
Because they tend to make the model selection process
overly complicated, interactions among variables are
usually omitted from the model selection process.
In this study, however, we develop a model
selection procedure that effectively selects significant
interactions for the multinomial logit model and
establishes the optimal combination of main effects
and potential interactions.

We employ association rules analysis, a method-
ology that aids in selecting potential interactions
among categorical variables from a large pool of pos-
sibilities. In market analysis, this method offers a way
to understand relationships between products and
consumers’ purchasing behaviors. Using this method,
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we are able to narrow the field of possible com-
binations by selecting interactions that are likely
to contribute to the multinomial logit model. As
association rules analysis works only with categor-
ical variables, all of the predictors for our proposed
method are required to be categorical variables. If
the continuous predictors are of interest, we may dis-
cretize them into categorical variables before using
our method.

Our model selection framework improves on
classical model building’s ability to consider potential
interactions. Association rules analysis streamlines the
selection of important rules, converts the selected
rules into interaction variables, and determines the
optimal multinomial logit model by implementing
a subset selection method that considers all the
main effects and potential interactions. The key
advantages of the proposed framework include its
ability to deal with a large number of interactions,
to select potential interactions, and to provide
alternative setups for interactions. In this method,
interactions are incorporated into the multinomial
logit model. Further, our model selection procedure
has the distinguishing feature of allowing higher-order
interactions to be included in the model.

We illustrate an effectiveness of our method by
comparing the performances of our method with the
classical method using best subset selection criteria. It
is shown via both the simulated dataset and the real
dataset that the proposed method provides a better
explanation and a better fit for multinomial logit
modeling than the classical method.

This paper is organized as follows. Next section
provides a review of academic literature pertaining
to multinomial logistic regression modeling and
association rules analysis. Section The Proposed
Method presents the proposed framework and
method in detail. Section Proposed Method with the
Multinomial Logit Model gives an example of how
our framework works in practice using a simulated
dataset. Section Application: Alligator Food Choice
Dataset presents the application of the proposed
method to a real dataset. The proposed method is
shown to be effective and efficient in selecting the
optimal multinomial logit model. Final section offers
a discussion and concluding remarks.

MULTINOMIAL LOGISTIC
REGRESSION MODEL AND
ASSOCIATION RULES ANALYSIS

Used to make predictions and explain relationships
among variables, the multinomial logit model has been
widely used for many decades for multicategorical

responses. On the basis of Ref 1, early work
pertaining to the model includes studies by Gurland
et al.2 Cox,3 Mantel,4 and Theil.5 Multinomial
logit models have been applied in a range of
areas including agriculture,6,7 finance,8,9 economics,10

marketing,11,12 nursing and heath care,13–15 and
education.16–20

In this study, we focus on the multicategory
response without orders or nominal data. The
multinomial logit model for this type of response is
the baseline-category logit model, which is combined
with a separate binary logit for each pair of response
categories.21 The baseline-category logit model with
all the main effects is illustrated here:

Let πj(x) = P(Y = j|x)

at a fixed setting of x and
πj∑
j

(x) = 1.

Logit models pair each response with a baseline
category, often the last or the most common category.
The model

log
πj(x)
πj(x)

= αj + β ′
jx, j = 1, . . . , J − 1, (1)

simultaneously describes the effects of x on these J − 1
logits.

Interactions, especially those between categor-
ical variables, can be addressed in different ways.
In the classical method, interactions are omitted
from the logit models.21 In our study, we consider
interactions and main effects simultaneously in the
multinomial logit model. As the number of interac-
tions increases at an accelerated rate with a higher
number of main effects, the subset selection method
is extremely inefficient when all the interactions are
considered at the same time. Therefore, an efficient
method for selecting potential interaction variables
is required. We have developed a methodology for
implementing association rules analysis for exactly
this purpose.

Association rules analysis is a popular data
mining technique that was introduced in the early
1990s.22,23 The basic idea is to determine the rules
important to a given dataset that helps in predict-
ing the correct classes of the multinomial model.
These rules must satisfy some constraints, for example,
minimum support and minimum confidence. A large
number of studies make use of association rules anal-
ysis in a wide variety of areas: biology,24–26 business
and marketing,27–29 geography,30–32 agriculture,33,34

education,35–37 photography,23,38,39 economics,40,41

and so on.
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Association rules analysis is a methodology for
exploring relationships among items in the form of
rules. Each rule has two parts. The first part pertains
to left-hand side item(s) or the condition(s), and
the second part to the right-hand side item or the
result. The rule is always represented as a statement:
if condition then result.42 Two measurements are
attached to each rule. The first measurement, support
(s), is computed by s = Prob(condition and result).
The second measurement, confidence (c), is computed
by c = Prob(result | condition). Association rules
analysis finds all the rules that satisfy both of these
key thresholds: minimum support and minimum
confidence.22

This set of rules can be used for other
purposes, including classification. A technique called
classification rule mining (CRM), which is a subset
of association rules analysis, was developed to find
a set of rules in a database that would form an
accurate classifier.23,43 This technique uses an item
to represent a pair consisting of a main effect and
its corresponding integer value. More specific than
association rules analysis, CRM has only one target,
which must be specified in advance. In general, the
target of CRM is the response, which means the result
of the rule (the right-hand side item) can only be
the response and its class. Therefore, the condition
(the left-hand side item) consists of the explanatory
variable and its level. For example, assume that
there are k binary factors, X1, X2, . . . , Xk, and a
binary response Y. Each variable has two levels, one
denoted by 0 and the other by 1. Many rules can
be generated by CRM. One such rule could be ‘if
X1 = 1, then Y = 1’ with s = P(X1 = 1 and Y = 1)
and c = P(X1 = 1 and Y = 1)/P(X1 = 1). Another rule
could be ‘if X1 = 1, then Y = 0’ with s = P(X1 = 1
and Y = 0) and c = P(X1 = 1 and Y = 0)/P(X1 = 1).

In our study, we apply classification rule mining
to screen out insignificant or irrelevant interactions
and keep only those that are potentially significant
to consider in building the multinomial logit model.
This methodology is a major aspect of the selection
of variables in our process. To our knowledge,
there are no studies linking association rules analysis
and classification rules mining to multinomial logit
modeling. The method proposed by Changpetch
and Lin44is limited to binary response variable,
which cannot be straightforwardly extended to
multilevel cases. New considerations need to be
further developed.

Some studies have developed other techniques to
select and screen variables for the multinomial logit
model. Zahid and Tutz45 use the likelihood-based
boosting technique with one step of Fisher scoring in

the variable selection, whereas Cherrie46 developed
the five-step technique that involves ANOVA and
bootstrapping aggregation in variable screening.
However, they do not consider the interactions among
variables in the selection process. Lucadamo et al.47

use principle component analysis to eliminate the
problem of multicollinearity data, which can also
reduce the number of variables in the multinomial
logit model fitting.

Here, we focus on searching for potential
interactions for the multinomial logit model. A
study by Kim and Kim48 has a similar interest in
interactions: the authors developed a methodology
that combines a decision tree with the multinomial
logit model. In this two-stage method, the decision
tree is used to select the influential interaction effects
that act as the explanatory variables for the subsequent
multinomial logit model fitting. However, the decision
tree has the disadvantage of a hierarchical structure,
whereas association rules analysis enables a global
search such that more potential interactions can be
located and thus considered than in the decision tree
structure.

THE PROPOSED METHOD

The proposed framework for building a model
to predict a multicategorical response from binary
explanatory variables consists of four key steps. As
shown in Figure 1, the four steps in our framework
are:

Step 1: Generate the rules from association rules
analysis.

Step 2: Select the rules based on confidence.

Step 3: Generate the variables for each rule from
step 2.

Step 4: From the variables in step 3 and all the
main effects, search for the optimal model.

Step 1: Association Rules Analysis
First, we use association rules analysis to create rules
from datasets. Specifically, we perform CRM. For each
rule, the condition (left-hand side items) represents
the combination of explanatory variables and their
levels, whereas the result (the right-hand side item)
is the response and its class. To perform CRM, we
use the CBA program developed by the Department
of Information Systems and Computer Sciences at
the National University of Singapore23 (http://www.
comp.nus.edu.sg/∼dm2/). With this program, we
are able to obtain all the active rules using the
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FIGURE 1 | Framework for the proposed model building.

given minimum support and minimum confidence.
In general, we recommend the level of 5% for the
minimum support based on our experience with both
simulated datasets and real datasets. Note that the
recommended minimum support in Changpetch and
Lin44 is higher since the number of classes of response
for the logistic regression model is less than the number
of classes of response for the multinomial logit model.
The expected results from this step are the rules in the
form ‘if Xi’s = xi’s, then Y = y’, where xi in {0, 1} is
the level of variable Xi, and y is the level of response
Y in {1, . . . , J}. With each rule, the respective support
and confidence are attached. All active rules become
inputs for the second step.

Step 2: Rule Selection
In this step, we select the rules to convert into
interaction variables for the next step. The rules
selection criterion used here is confidence. Therefore,
rules with the highest confidence are selected from the
active rules obtained in the first step. We call the rules
selected at this stage as potential rules. Note that the
number of rules selected at this stage is relatively small
compared to the total number of possible interactions
for the dataset. In this work, we set the number of
potential rules at between 30 and 50 (the same number
recommended by Changpetch and Lin44). The higher
the number of variables, the higher the number of
potential rules we select. All the potential rules are
inputs for the third step.

Step 3: Variable Generation
In this step, we generate the variables for baseline-
category logit model from the potential rules.
To convert a rule into an interaction, we create
interactions among the main effects on the left-hand
side with the same settings that appear in the rule.
Suppose that the selected rule has three predictors
with the form ‘if Xi = xi, Xj = xj, and Xk = xk, then
Y = y’, where xi is the level of variable Xi, xj is the
level of variable Xj, xk is the level of variable Xk, and

y is the level of response Y. We generate an interaction
among Xi, Xj, and Xk by labeling this interaction as 1,
if Xi = xi, Xj = xj, and Xk = xk; and as 0 otherwise.
This interaction is denoted by Xi(xi)Xj(xj)Xk(xk). For
example, for the rule if X1 = 0, X2 = 1, and X3 = 1
then Y = 0, we create an interaction between X1,
X2, and X3 denoted by X1(0)X2(1)X3(1). We have
X1(0)X2(1)X3(1) = 1 if X1 = 0, X2 = 1, and X3 = 1,
and 0 otherwise. Note that the level of Y does not play
any role in generating the variables. The results from
this step, that is, the binary variables generated from
the potential rules, are inputs for the fourth step.

Step 4: Model Selection
In principle, any model selection criterion can be used.
Here, the Akaike information criterion (AIC) is used
for illustration.49 The best subset selection method is
performed by testing all the possible combinations
of variables and selecting the one that gives the
optimal AIC. In other words, the model selected
is the one that gives the minimum AIC among all
the models. The variables in this step consist of
all the interactions generated in Step 3 plus all the
main effects. Other model selection methodologies
and information criteria can be applied here as well.
Note that one association rule can only be converted
into only one interaction.

PROPOSED METHOD WITH THE
MULTINOMIAL LOGIT MODEL

For illustration and comparison, we modify the
MONK’s dataset (the first dataset from the MONK’s
problem) by giving more levels of response (from
two classes to three classes) and adjusting the
criteria for multiple classes as shown in details
next. The MONK’s problem is the basis for the
first international comparison of learning algorithms.
The original MONK’s dataset was compiled by
Sebastian Thrun of Carnegie Mellon University using
propositional formulas based on over six factors.50
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TABLE 1 Attributes for the MONK’s Dataset

Attribute Levels Binary Variables

head_shape Round, square, octagon X1 = 1 if head_shape is round and
X1 = 0, otherwise
X2 = 1 if head_shape is square and X2 = 0, otherwise

body_shape Round, square, octagon X3 = 1 if body_shape is round and X3 = 0, otherwise
X4 = 1 if body_shape is square and X4 = 0, otherwise

is_smiling Yes, no X5 = 1 if smiling and X5 = 0, otherwise

holding Sword, balloon, flag X6 = 1 if holding a sword and X6 = 0, otherwise
X7 = 1 if holding a balloon and X7 = 0, otherwise

jacket_color Red, yellow, green, blue X8 = 1 if jacket color is red and X8 = 0, otherwise
X9 = 1 if jacket color is yellow and X9 = 0, otherwise
X10 = 1 if jacket color is green and X10 = 0, otherwise

has_tie Yes, no X11 = 1 if wearing a tie and X11 = 0, otherwise

The dataset used here was obtained from the UCI
machine learning website (http://archive.ics.uci.edu/
ml/datasets.html). It is constructed in such a way that
there are interactions among variables.

The objective of this adaptation is to classify
432 robots into three classes (class 1, class 2, and
class 3) based on six attributes. The details of
all the attributes are shown in Table 1. The true
model assigns each robot to one of the three classes,
which are based on six attributes. However, given
that the true model is unknown, many studies use
their own methodologies to predict the class to
which the robot belongs. In this study, we use
the proposed method to find the multinomial logit
model that best fits this dataset and to compare the
results to those generated by the classical multinomial
logistic regression techniques. Table 1 provides details
about the original attributes and their levels. All
are multilevel categorical variables. To construct
the multinomial logistic regression, we convert the

attributes into binary variables (i.e., X1, X2, . . . , X11),
as shown in Table 1. According to the binary variables
and the true model, the robot will belong to class 1
(Y = 1), class 2 (Y = 2), or class 3 (Y = 3), based on
the conditions shown in Table 2. This is the underlying
(true) model.

In this study, we use the proposed method to
find the multinomial logit model that fits this dataset
and then to compare the results to those generated by
the classical multinomial logistic regression technique.

Implementing the Four-Step Method
Step 1: Use CBA to find the association rules. Note that
we use a minimum support value of 5% to generate
the active rules.

Step 2: Select the top 30 rules based on confidence
criteria. Examples of the selected rules are:
Rule 1: If X8 = 1, then Y = 3 with s = 0.2500 and
c = 1.000;

TABLE 2 Variable Class Results of the True Model for the Simulated Dataset

Class 3 (Y = 3) Class 2 (Y = 2) Class 1 (Y = 1)

X8 = 1
(The robot wears

a red jacket)

X1 = 1 and X3 = 1
(The robot has a round head shape and a

round body shape)

X1 = 1, X3 = 0, and X8 = 0
(The robot (1) has a round head shape, (2) does not have a

round body shape, and (3) does not wear a red jacket)

X2 = 1 and X4 = 1
(The robot has a square head shape and a

square body shape)

X1 = 0, X3 = 1, and X8 = 0
(The robot (1) does not have a round head shape, (2) has a

round body shape, and (3) does not wear a red jacket)

X1 = 0, X2 = 0, X3 = 0, and X4 = 0
(The robot has an octagonal head shape

and an octagonal body shape)

X2 = 1, X4 = 0, and X8 = 0
(The robot (1) has a square head shape, (2) does not have a

square body shape, and (3) does not wear a red jacket)

X2 = 0, X4 = 1, and X8 = 0
(The robot (1) does not have a square head shape, (2) has a

square body shape, and (3) does not wear a red jacket)
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Rule 2: If X1 = 1, X3 = 0, and X8 = 0, then Y = 1
with s = 0.1667 and c = 1.000.

Rule 3: If X1 = 0, X3 = 1, and X8 = 0, then Y = 1
with s = 0.1667 and c = 1.000.

Rule 4: If X1 = 0, X4 = 0, and X8 = 0, then Y = 1
with s = 0.2500 and c = 0.750.

Rule 5: If X2 = 0, X3 = 0, and X8 = 0, then Y = 1
with s = 0.2500 and c = 0.750.

Step 3: Convert the 30 rules into 30 variables. For
example, rule 2 is converted into the new variable
called X1(1)X3(0)X8(0), where

X1(1)X3(0)X8(0) =
{

1 if X1 = 1, X3 = 0, X8 = 0,
0 otherwise.

Step 4: Combine the 30 variables with the 11 main
effects and use the subset selection method to search
for the optimal baseline category logit model that
yields the optimal AIC.

The optimal baseline category logit model is
the model that contains four variables as shown
below:

ln
(

p1

p3

)
= 15.0488 − 29.3586X8 − 14.7229X1(1)

× X3(1) − 14.7229X2(1)X4(1)

−14.7229X1(0)X2(0)X3(0)X4(0),

ln
(

p2

p3

)
= 0.5357 − 27.9725X8 + 13.9892X1(1)

× X3(1) + 13.9892X2(1)X4(1)

+ 13.9892X1(0)X2(0)X3(0)X4(0).

According to the estimated coefficients from the four
variables, the model can be explained using four
conditions according to each variable:

1. If X8 = 1, then Y = 3.

2. If X1(1)X3(1) = 1, meaning X1 = 1 and X3 = 1,
then Y = 2.

3. If X2(1)X4(1) = 1, meaning X2 = 1 and X4 = 1,
then Y = 2.

4. If X1(0)X2(0)X3(0)X4(0) = 1, meaning X1 = 0,
X2 = 0, X3 = 0, and X4 = 0, then Y = 2.

These four conditions are exactly the same
conditions as those shown in Table 2. Therefore, this
model can capture the whole logic behind the true
model.

We compare the performance of the proposed
model with the optimal models (with optimal AICs)
from the classical method which is to use the best
subset selection considering all the main effects and
all the two-way interactions. The optimal classical
baseline category logit model is as shown below:

ln
(

p1

p3

)
= 4.0056 + 5.4198X1 + 5.4198X2

+ 5.4198X3 + 5.4198X4 − 23.3298X8

− 13.9539X1X3 − 13.9539X2X4,

ln
(

p2

p3

)
= 11.8191 − 11.1301X1 − 11.1301X2

− 11.1301X3 − 11.1301X4 − 19.8371X8

+ 20.8902X1X3 + 20.8902X2X4.

According to this model, it captures the significance
of the robot’s head shape, the robot’s body shape,
and the color of the jacket (X1, X2, X3, X4, and
X8). However, to explain the model is much more
complicated than to explain our proposed model.
Especially, the relationship between head shape and
body shape is not as simple as shown in the proposed
model. Next, we consider the AIC among these two
models. The AIC from our proposed model is 10,
while the AIC for the model from the classical method
is 16. Our proposed model is better than the model
from classical method in terms of AIC as well.

The modified MONK’s dataset adequately
illustrates our proposed method and demonstrates its
ability to capture the interactions between variables.
We illustrate the implementation of the proposed
method based on a real-life dataset in the next
section.

APPLICATION: ALLIGATOR FOOD
CHOICE DATASET

In this section, we use an alligator food choice dataset
from Ref 21. As mentioned in Agresti’s book, this data
is courtesy of Clint Moore, from an unpublished study
by M.F. Delaney and C.T. Moore. Here, we illustrate
an application of our proposed method by selecting
the model for this dataset using our framework.

The alligator food choice dataset is used to
study factors that influence the primary food choice
of alligators. There are five types: fish, invertebrate,
reptile, bird, and other. There are three original
categorical variables: lake, gender, and alligator size.
We converted all the responses and attributes into
binary variables, as listed in Table 3.
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TABLE 3 Responses and Attributes for the Alligator Food Choice
Dataset

Attribute Levels Binary Variables

Primary food
choice

Invertebrate,
reptile, bird,
other, and fish

Y = 1 if the class is
invertebrate

Y = 2 if the class is reptile
Y = 3 if the class is bird
Y = 4 if the class is other
Y = 5 if the class is fish

Lake Hancock,
Oklawaha,
Trafford,
George

X1 = 1 if Hancock and
X1 = 0, otherwise

X2 = 1 if Oklawaha and
X2 = 0, otherwise

X3 = 1 if Trafford and
X3 = 0, otherwise

Gender Male and female X4 = 1 if male and
X4 = 0, otherwise

Size (m) ≤ 2.3 and >2.3 X5 = 1 if ≤2.3 and
X5 = 0, otherwise

Note: We use fish as the baseline category (class 5).

We applied the proposed method to this dataset
and obtained the following results:

Step 1: We used CBA to obtain the active rules. Note
that we used a minimum support value of 5%.

Step 2: We selected the 30 rules with the highest
confidence values from among all the active rules.
Examples of the selected rules follow:

Rule 1: If X1 = 0, X2 = 0, X3 = 0, and X5 = 0, then
Y = 5 with s = 0.0776 and c = 0.7727.

Rule 2: If X1 = 1, X4 = 0, and X5 = 1, then Y = 5
with s = 0.0731 and c = 0.6154.

Rule 3: If X1 = 0, X3 = 0, X4 = 0, and X5 = 1, then
Y = 1 with s = 0.0822 and c = 0.6207.

Rule 4: If X2 = 0, X3 = 0, X4 = 1, and X5 = 0, then
Y = 5 with s = 0.0594 and c = 0.6842.

Rule 5: If X2 = 1 and X5 = 1, then Y = 1 with
s = 0.0502 and c = 0.5500.

Step 3: We converted the 30 selected rules into
variables. For example, rule 1 was converted into
the new variable called X1(0)X2(0)X3(0)X5(0), where

X1(0)X2(0)X3(0)X5(0)

=
{

1 if X1 = 0, X2 = 0, X3 = 0, X5 = 0,
0 otherwise.

Step 4: We combined the 30 variables with the main
effects and used the subset selection method to search
for the optimal baseline category logit model.

The baseline category logit model from the
proposed method with five variables is as shown
below:

ln
(

p1

p5

)
= −0.9741 + 13.5729X1(0)X2(0)X4(0)

× X5(0) − 15.2166X2(0)X3(0)X5(0)

+ 0.5383X1(0)X3(0)X5(0) − 0.9731X2(0)X3(0)

× X4(1) + 1.7619X1(0)X5(1),

ln
(

p2

p5

)
= −1.0717 − 15.3623X1(0)X2(0)X4(0)

× X5(0) − 0.0559X2(0)X3(0)X5(0)

+0.3483X1(0)X3(0)X5(0) − 14.0207X2(0)X3(0)

× X4(1) − 0.1939X1(0)X5(1),

ln
(

p3

p5

)
= −1.6908 − 14.5898X1(0)X2(0)X4(0)

× X5(0) + 1.1470X2(0)X3(0)X5(0)

− 0.9893X1(0)X3(0)X5(0) − 0.5903X2(0)X3(0)

× X4(1) − 0.2422X1(0)X5(1),

ln
(

p4

p5

)
= −0.8987 − 0.2288X1(0)X2(0)X4(0)

× X5(0) + 0.9088X2(0)X3(0)X5(0)

− 1.8607X1(0)X3(0)X5(0) − 0.2183X2(0)X3(0)

× X4(1) + 0.1319X1(0)X5(1),

The probability of being in each class can be
estimated from the model. Furthermore, according
to the estimated coefficients from the five variables,
the model can be explained using five conditions
according to each variable.

1. If Lake is neither Hancock nor Oklawaha,
Gender is female and Size >2.3 m, then the
probability that the primary food choice is fish
is always higher than the probability that the
primary food choice is reptile, bird, or other.

2. If Lake is neither Oklawaha nor Trafford and
Size >2.3 m, then the probability that the
primary food choice is fish is always higher than
the probability that the primary food choice is
invertebrate or reptile.

3. If Lake is neither Hancock nor Traffort, Gender
is female and Size >2.3 m, then the probability
that the primary food choice is fish is always
higher than the probability that the primary
food choice is bird or other.
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4. If Lake is neither Oklawaha or Traffort and
Gender is male, then the probability that the
primary food choice is fish is always higher than
the probability that the primary food choice is
reptile, bird, or other.

5. If Lake is not Hancock and Size ≤ 2.3 m, then
the probability that the primary food choice is
fish is always higher than the probability that
the primary food choice is reptile or bird.

Please note that the AIC from the proposed
model is 534.6545, while the AIC from the five-
variable model from the classical method is 545.5595.
Therefore, our proposed model is better than the
model from classical method in terms of AIC.

CONCLUSIONS

Interaction effects are very common in reality, but they
are typically ignored in the conventional methods.
This is especially true for higher-order interactions.
In this research, we develop a model selection proce-
dure for a multinomial logit model that is capable of
selecting potential interactions from a large number of
candidates and including those selections in the vari-
able selection process. Typically neglected in multi-
nomial logit model building, significant higher-order
interactions can be selected and incorporated into the
model. Our study confirms that the methodology pro-
posed herein is effective in selecting interactions that
improve model fit and facilitate our understanding of
datasets. The classical method in the multinomial logit
model does not work well in general, as indicated in
the simulation (refer to section Proposed Method with
the Multinomial Logit Model).

In this article, we compare the performances of
the proposed method with the classical method which
employs the best subset selection criteria. As shown
via both the simulated dataset and the real dataset, the
results show the effectiveness of the proposed method
with the multinomial logit modeling: specifically, the
proposed method can provide a better explanation

and a better fit for multinomial logit modeling than
the classical method does. Note that it is not possi-
ble to select any of the five variables shown in the
baseline category logit model using any conventional
approach.

There is some arbitrariness in the proposed
method, for example, the minimum support in step 1
and the number of selected rules in step 2. Addition-
ally, determining the cut-off points has always been
an issue for association rules analysis. The minimum
thresholds always depend on the individual practi-
tioner’s determination. We propose a model-building
procedure based on the commonly used threshold,
which also works well with our dataset. The simu-
lations also confirm that the recommended threshold
works well with general datasets with the involvement
of interactions. The goodness of fit could be measured
by R2 or AIC (for example). If necessary, we could
employ cross validation (the so-called ‘testing data’)
to verify the goodness of the model.

From our empirical observations, the proposed
method performs well when the sample size n is rea-
sonable large (say, 100 or more). This is independent
with the number of factors (p). Recent literature,
notably in genetic study, has a very large number of
factors. We believe that the proposed method shall
work well even when p > n, as long as n is reasonably
large. This is, however, only based on our empirical
observation, further investigation is needed for a solid
conclusion.

We apply association rules with the multinomial
logit modeling with the central purpose of capturing
the potential low-order and high-order interactions.
Among the data mining techniques, the decision tree
is capable of finding interactions among variables.
However, the decision tree has the disadvantage of
a hierarchical structure. On the other hand, associa-
tion rules analysis has an important advantage over
the decision tree: association rules analysis enables a
global search that allows more potential interactions
to be considered than is possible with a decision tree
structure.
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