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o Business Intelligent

What is the same?
What is new?




o What is the Same?
Elements of the exchange process

® A buyer
® A seller

® Buyer and seller can find each other
(with some way to “authenticate” the other party)

® Each has something of value to offer the
other

® They can voluntarily complete the exchange

o What is New?

m e-business
m Globalization




. Link Analysis

® Owner ® Dog

What are the issues here?

® How do you “quantify” (measure) your
observations (people or dog)?

® How do you “characterize” your
observations?

® How do you classify (match) them?
® Others?




Recommender Systems Zan Huang

® Recommender systems

= Automatically recommend items to users based
on product attributes, consumer attributes, and

consumers’ implicit or explicit feedback on

pI'OdUCtS [Resnick et al. 1994; Shardanand and Maes 1995; Hill et al.

1995; Resnick and Varian 1997]
= Products: Discussion postings, webpages,

movies, jokes, news, research papers, books,

etc.

= Consumers: Information seekers, online
shoppers, etc.

o The Recommendation Problem

-$27.95 - $24.95
- W.W. Norton - Doubleday
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Recommendation: to
estimate the level of match
between consumers and
products (potential scores)
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How to measure/characterize a
unipartite graph?

Theoretical Prediction of Unipartite Graphs
Projected from Random Bipartite Graphs

® Average degree
2=Gg(1)

® Average path length In(N /G (1))

,n& fo"(l)j(gg(l)]]
0 N 95 @)

® Triangle clustering coefficient

_Mg/®
bON Gy

® The predictions for the product graph can be derived similarly
by interchanging fand g and interchanging Mand NV




How to measure/characterize
a bipartite graph?

None we know of!!!

How to measure/characterize a bipartite
graph?

® Common Practices
® Projection into two uni-partites

m Is this a right way to do?
= Projection loss?




Time Series: Univariate Time Series

135, 143, 127, 129, ..., 172  What's next?

Y1, Y2, -5 YT What’s yr417

Model Building and Forecasting (short term/long term)
Monitoring (Quality Assurance)

Time Series: Multivariate Time Series

5 12 16
143 174 191 e "
S5 , - R 31 What's next”
46 39 41




Time Series: Functional Data (Profile)

e N I
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fiofou o fr What's fryq?

Time Series: Graphic/Network
(Link Prediction)

RSN

G1.Go,...,Gp  What's Gpy,?




- - case identifier|task identifier
Process Mining casel [task A
case 2 task A
case 3 task A
case 3 task B
case 1 task B
case 1 task C
case 2 task C
{case 4 task A
Icase 2 task B
case 2 task D
case 5 task E
case 4 task C
case 1 task D
case 3 task C
case 3 task D
case 4 task B
case 5 task F
case 4 task D

Table 1. A process log.

Process Mining

U
O

:E—O—DF

Fig. 1. A process model corresponding to the process log.




Discovering Processes from Event Logs

¢ Challenges of process mining
®  Mining process models
1. Mining hidden tasks
2. Mining duplicate tasks
3. Mining non-free-choice constructs
4. Mining loops
= Robust mining
5. Dealing with noise
6. Dealing with incompleteness
@ Process analysis
7. Using time
8. Mining different perspectives
9. Delta analysis
@ Others
10. Gathering data from heterogeneous sources
11. Visualizing results

Mining Process Model- Mining Hidden Tasks

Case identifier Task identifier

Caset FashA
=1 1 T A
Case = TasIc7T
Case— Tasic 7y

Case 3 Task B anp-som —_) o 7 aoson
Case | Task B
Case 1 Task C “ —

l_-_r' - N — Iy \
Case 2 Task C A R . AN *

1 el A (@) Y
(;asc 2 Task B [—'El—"/ }——D—r
Case2 Fask D
Case 5 Task E D Hidden task
Case 4 Task C
Exse TFask P . .
Case 3 Task C° Even task A is removed from the log, itis
Cased FaskD clear that there has to be an AND-split if
Case 4 Task B we assume tasks B and C to be in parallel.
Case 3 Rl Similar for D.
Cased Tk D
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Mining Process Model- Mining Duplicate Tasks

Case identifier Task identifier

Case 1
Case 2
Case 3
Case 3
Case |
Case |
Case 2
Case 4
Case 2
Case 2
Case 5
Case 4
Case |
Case 3
Case 3
Case 4
Case 5
Case 4

Task A
Task A
Task A
Task B
Task B
Task C
Task C
Task A
Task B
Task D
Task |- B
Task C
Task D
Task C
Task D
Task B
Task ¥
Task D

——-O{—

. Duplicate task

Questionable process model

Mining Process Model-Mining Non-free-
choice Constructs

e

A \_/

—O—{el=-C O

]

Non-free-choice constructs

The choice between task D and task E is decided not only by their
immediately precedent, but also some earlier choices (A and B). Such
constructs are difficult to mine since the choice is non-local and the mining
algorithm has to “remember” earlier events.
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Mining Process Model-Mining loops

—O-
N
> Y
@) [] W
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Mining loops can be difficult if the loops includes many tasks (long span) and
involve splits/joins.

°Algorithms for Process Mining

® Most of existing data mining techniques can’t
apply to process mining directly.
® So far, the emphasis is on mining process models.

® The inductive bias during process mining
algorithm
= Affected by process modeling languages because of

representation limitation of the languages (PetriNet,
UML, Block Diagram, EPC, WSBPEL, etc.).

© Local/global strategies

local strategies primarily based on a step by step
building of the optimal process model based on very
local information.

= Global strategies primarily based on a one strike search
for the optimal model.

12



Potential Subjects

® Finding General Structure/Network
® Finding systematic pattern

® Identify Unusual Observation
(Transaction)

® Model Building
Data/Table «<-> Model/Graph

Lin’s Recent Work on Process Mining

@ Construction algorithm
= Model Building
@ Minimal Chart

® Flow Chart Construction, when there
are noises

® Multiple Process Mining

13



° Two Specific Example:

RFID &

Search Engine

Bar Code

Anatomy of a Barcode

0V"12345

Manufacturer Code

67890 TF

Product Code

3 Guard Bars

MNumber System
Character

14



RFID:
Radio Frequency Identification

The components of a 96-bit electronic
product code (in Hex)

01 0000ABC 000123 000056789

Header EPC Manager Okject Class Serial Number
{will be assigned to companies) - Product Code
Gbis 28 bits 24 bits 6 bits

The RFID tag responds to the reader by broadcasting its EPC, which is
a 96-bit code consisting of:

- 8 bits of header information

- 28 bits identifying the organization that assigned the code

- 24 bits identifying the type of product

- 36 bits representing serialization information for the product

Source: Avicon white paper, 2003
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Databaze

lrreentoey
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RF Communication

@ Electromagnetic waves modulated to carry
data/signals
® Two different ways to generate ways
= Inductive coupling
¢ Close proximity electromagnetic wave
= Propagating electromagnetic waves
® The fundamental RF communication theories
apply—nothing new.

® New: the cost, size, signal processing
capability.

17



® LF: 100-150 KHz
FI%E, JREEfE, B, &B5E, THRKR
® HF: 13.56 MHz
= 14443
o 14443A—NEREF, N HRBF
o 14443B—F1F, EIR, RBIF
= 15693—10cm ¥ mEREE (%)

® UHF (1m)
© 915MHz: EPC 1S01800-6C, ¥ & f#
= 2.45 GHz

= 5.8 GHz: BEERBEBYHER

RFID Case Studies

oEFEBEMEETENHIEHR

e IR EENARBHINEENA
o MERH BN A

o BRI ERE

O EEHHR

o BRelt KiE—FB\

e EFEXETBEMHRBRINER

o SWEEBE MR AR

o BPBE

OEMEBAIR
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RFID Case Studies

o ETEREMEETETRHER

e BHFIRXEENRBHINEENA
o HEBFENA

o BHILERE

O EEZFR

o BRELAE—FE

o ETEREBEHBHIHER

o SWEEEH MR AR

o BHPHIE

CEWMEERR

@ -
Data Explosion
IS Coming!

Are You Ready?

19



@ REID

Reader Antenna Transponder

Tag Antenna

Reader Information

Tag
System

Features of Savant

Software at each level of supply chain will
gather, store and act on information
and interact with other Savants

® Smoothing.

® Reader Co-ordination.
® Forwarding.

® Storage.

20



0 pallet- + case- + item-level data = 100X or 1000X current volume

Savant Concentrators Help Control
the Flow of Information
Tags

m .-.-- Savants
rl-" ‘___.-"
- Ty,
FReaders "H’-""“c.:,
- e
"-\,y_ Pipelirig "Hf'i'd-';

EPC event ™

Ry,
R
~3

.

EPC event receiver
-

Databases

EPC event query englne )

RFID dashboard -

Saurce: ObjectStore Enterprise applications

Control flow and provide filtering and aggregation of EPC event streams

’ Architecture

ONS: object name server
Maps EPC-> URL

EPC Information service
Higher level service for apps

Gather data from readers:
Smoothing, coordination,

[ forwarding,etc.
|

Source: Chawathe, et al, VLDB Conference proceedings, 2004
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o RFID vs. Barcode

Lin, Dennis K.J. and Wadhwa, Vijay

Bar-coding

® Bar coding is one of the most popular and
cost effective forms of automated data
collection systems.

@ Fixed Barcode: Contains static information
that is the same for all products of the same
brand and type. An example is a UPC bar
code on a 12 oz. can of coke.

@ Variable barcode: A variable data bar code
contains data that identifies a single product
and changes for each separate product.

22



RFID

® RFID uses radio waves to automatically
identify people or objects.

® Old technology but increased
affordability, scalability, data processing

capability.

® Capable of identifying each and every
object uniquely in a supply chain.

o Basic Structure

Manufacturing

Storage

Picking

T

z s
<

Shipping

Quality Control

Labor productivity

Inventory mgmt.

Warehouse Retailer
Receiving
.
What are the issues? —

Barcode solution?
RFID solution?
Comparisons!!!
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o S.L.T. Space

® State
eID
® TimeStamp

® Namely, {where, which, when}

® Particularly interested in the difference
between Execution & Planning

(Sense & Response)

Sample RFID Data

Location EPC Date/time Reader
DC 123 0023800.341813.500000024 08-04-05 23:15 inbound
DC 123 0023800.341813.500000024 08-09-05 7:54 conveyor
DC 123 0023800.341813.500000024 08-09-05 8:23 outbound
ST 987 0023800.341813.500000024 08-09-05 20:31 inbound
ST 987 0023800.341813.500000024 08-09-05 20:54 sales floor
ST 987 0023800.341813.500000024 08-10-05 1:10 sales floor
ST 987 0023800.341813.500000024 08-10-05 1:12 backroom
ST 987 0023800.341813.500000024 08-11-05 15:01 sales floor
ST 987 0023800.341813.500000024 08-11-05 15:47 sales floor
ST 987 0023800.341813.500000024 08-11-05 15:49 box crusher
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The timeline in a supply chain

o ol

Arrival at c Departure Arrival at the Out to the
DC onveyor from DC backroom sales floor
|
t, h t t, t t,
o

)

-
-

-t

A4

-t

Back to the Arrival at the

backroom

t;

box crusher

t;

Time (t

on Analysis:

What you’re looking for in sensor data?

Lin, Shu and Wadhwa

0 An IBM RFID Example
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Preliminary Analysis on
Wal-Mart RFID data

Raw Data

The data contains the following fields in the
order as it appears:
s EPC Number:
= Item Number:
@ Item Description:
= UPC (Universal Product Code)
= GTIN:
= EPC Time Stamp
= Store Number:
= Location:
% Location Description:
= EPC status Description:

26



o Flow-Analysis: Process Mining

® For each EPC there are two ways a
location is classified as unique:

m if the previous location scanned is not
same as the current location ( sorted by
datetime).

m If the time difference between two
consecutive location is greater than a user
specified value.

= For each EPC we vary the user specified
time difference to see the process flow
obtained.

Flow-Time Analysis

® Flow time of the part through the
system is the difference between the
time the part enters the system and the
time the part leaves the system.

® Flow time can be related to demand;
hence it could be used in managing the
inventory at various locations.

27



Future Directions & Issues

® Need to understand how the data is
gathered and the process behind it.

@ Efficiency at various stores/DC can be
computed using the time lags between
the RFID scans.

® Infer why the actual process differs
from the benchmarked process.

Low-Storage Single-Pass
Density Estimation

® Univariate
m Certain (say, 20) representative quantiles

= (Cubic Smoothing) Spline fitting to these
quantiles

= Statistical inference

® Multivariate
m Convex Hulls Peeling
m Certain (say, 20) representative convex hulls
= Thin Plate Splines fitting to these quantiles
=1 Statistical inference

Jim McDermott
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NE Transactions (2007) X9, S81-501

Copyright & “1E™

1SSN: 0740-E17X priat / 15458830 aaline
040740817 9559

Quantile contours and multivariate density estimation
for massive datasets via sequential convex hull peeling

JAMES P McDERMOTT! and DENNIS K. I LIN®*

1 Department of Statistics and 2 Peparrment of Supply Chain and Information Systems, The Pennsylvania State Universiry,
Unriversity Park, PA 16802, USA
E-mail: DKLS@psu.edu

Reeeived March 2004 and accepted April 2006

. Search Engine &
Citation Index
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New Era for Search Engine

3.0 ;
— G00gle h
25 — .
5 AltaVista "
2.0 — e |nktomi ===
' /
e me=e  Alltheweb
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4
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Unit: One Billion

History of Search Engine

1989

1993

1994 1995

1996

1997

1998

1999

2000 2001 2003

About
Allestra

Alltheweb

Altavista

o

AOL

Ask

Cnet

Dogpile

Excite
Freeserve

o

>reo

IR 3 HH B (O)
108 155 HHRE0)
HARIIRT)
W5 B (6)

Galaxy

Google
Goto

HotBot

Inktomi

Looksmar
Lycos

Mamma

Mooter

Msn

Netscape

Overture

Savvy
Teoma

Vivisimo

Webcr:
‘Yahoo

fHEE - ATRER
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New Aspect of Damping
Factor in Google Page Rank

Fu, H.H.
Lin, Dennis K.J.
Tsai, H.T.

o Google’s Page Rank formula

® The PageRank of a page A is given as follows:

) ) dx(pgz(({l)) . Pge((TTzz)) bk P;(T:n))j

“PR(A) is the PageRank of page A;

+«+ PR(Ti) is the PageRank of pages Ti which link to page A;

++ C(Ti) is the number of outbound links on page Ti;

+¢ d is a damping factor which can be set between 0 and 1; usually set to 0.85

«¢ n is the total number of all pages which link to page A.
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o Markov Chains

® Matix A

o) % d=0.85
N Cj

® Matix A max eignvalue =1
AX=X 2 Xi=t

® Matix A eignvector = PageRank(k)

cite A . Home o About

More Product cite B




° Example 5

H =(1—d)+d(¥+%)

A:(l—d)+d(%)

P =(1—d)+d(?)

M =(1—d)+d(g)

SA = (1-d)

SB=(1-d)+ d(%)

06 [

04 [

02 [

0.0

00 01 02 03 04

05 06 07 08

09 10 141
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How to Increase your PageRank?

How to Increase Your Paper Citation?

® Individual article
® Individual Author
® Journal

® How is this (Impact Factor) related to
PageRank?

o Paper Citation: Garfiled (1972)

Number of Citations:

Paper#l1: 5
Paper#2: 7
Paper#4: 5

Garfiled (Science, 1972)

34



Table 1. Comparison between SCl and CCI for the
citation network in Figure 1(a)

Paper SCl cCl SC_I CC_I Ranking
7 =0.3) Ranking Ranking Change
1 5 10.16 2 1 1
2 7 £.85 1 2 1
3 1 1.20 8 g -1
4 o] 7.06 2 2 -1
S 4 415 4 =] -1
6 2 2.00 (=] 7 -1
7 0 0.00 13 13 8]
8 1 1.32 a8 ] 8]
=) 1 1.05 a8 10 -2
10 4 4 36 4 4 8]
11 2 2.05 =] 5] o
12 1 1.00 ] 11 -3
13 0 0.o0 13 13 0
14 1 1.00 ] 11 -3
15 0 0.o0 13 13 0




o Some Observations

Paper 1 has direct influence on Paper 4 as well as indirect influence on Paper 4's
citing papers (as shown in Figure 1(4)). Such indirect influence should be added
to Paper 1’s overall influence.

Paper 2 cites Paper 1 and almost half of Paper 2’s citing papers also cite Paper 1
(as shown in Figure 1(¢)). This implies that Paper 1 has both direct and indirect
influence on those citing papers of Paper 2.

SCI ranks Papers 1 and 4 the same and ranks Paper 2 higher than Paper 1. But
based on (1) and (2), it is likely that Paper 1 is more influential than Papers 2
and 4. This observation is confirmed by the CCI rankings in Table 1.

SCI has the same ranking for Papers 3, 8, 9, 12, and 14 that all have one direct
citation (as shown in Figure 1(d)), but CCI ranks some of them differently. These
differences can be explained by the fact that those papers are cited by papers
that have different influences. For example, the CCI ranking of Paper 3 is higher
than that of Paper 12, because Paper 3's citing paper (i.e., Paper 6 with CCI =
2.00) is more influential than Paper 12's citing paper (I.e., Paper 13 with CCI = 0).

This example shows that CCI has higher resolution than SCI and is capable of
representing importance of different citations. This distinctive feature of CCI is
useful for identifying the different influences of papers that have the same or
similar number of citations. This feature of CCI is similar to that of PageRank7
apEIied to search engines. PageRank considers that in a network, each incoming
link is different and an incoming link has more value if it comes from a more
important node.

Table 2. Top 10 most influential papers published in Management
Science between 1954 and 2003*
. SCI CCl Ranking
- i =i EE Ranking [ Ranking | Change
A Mew Product Growth for Maodel 75| 10626 7 7 o
Consumer Durables
A Suggested Computation for Maximal o -
2 [haws -Commaodity Metwork Flows e iR e = i)
Dynamic Version of the Economic Lot - - -
3 Size Made 259 3371 24 24 o
Games with Incomplete Information
4 |Played by ‘Bayesian’ Flayers, |- The 307 B15.6 22 13 9
Baszic Model
Information Distortion in a Supphy
3 |chain: The Bullwhip Effect ]| Gt th o a
G |Jobshop-Like Queusing Systems 262 4249 26 17 o9
7 [Linear Programming under Uncertainty | 163 2776 56 33 23
Modelz and Managers - Concept of a e e
5 |Decision Calculus 138 2230 LA Rl ==
Optimal Policies for a Multi-echelon - - -
9 Inventory Problem 274 5252 23 16 T
10 The _LaGranglan-Re axatc:-_n Method for 378 6392 15 12 3
Salving Integer Programming-Probklems
Average 57.5 30.3
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Table 3. Top 10 papers ranked by SCI and top 10 papers ranked by CCl in
a citation network in the field of biology™

SCl Top 10 CCl Top 10
Paper ID & CiCl Rankin Paper ID & S(CI Rankin
SCIPR.Ean king S Ranking Changg CCIpRan king cel | scl Ranking| Ch angg
SCI-1{CCI-3) | 955[5567 k] -2 {CCl-1 14307[ 199 425 425
SCI-2 9571030 39 AT |CCI-2{SC1-4) S5108| 9758 4 2
SCI-3(CCI-5) | 9381|8539 S -Z2[CCI-3{SCI-1) BEET| 983 1 -2
SCI-4{CCI-2) | 978[9109 2 Z|CCl-4 FE5Z| 580 36 32
SCI-5 9771240 2 -23|CCI-5{SCI1-3) 5838| 951 3 -2
SCI-6{a) 9762181 13 -T|CCI-5 B277| 515 47 41
SCI-8(8) 9751164 31 -25|CCI-7 5431 108 1240 1233
SCI-B(CCI-B) | 953[4639 (=] DS CI-8(SCI-8) 4539 953 8 0
SCI-9 Q3T|1699 17 -B|CCI-S 4057 &04 16 Fil
SCI1-10 591]1168 20 -20)CCI-10 2814 536 42 2
Detailed information of the papers listed above
FPaper ID Title Author
SCIH1(CCI-2)  [Regulation of the mevalonate pathway fqﬂéditfé;ﬂ‘{l_ & Brown.
Sel Irjsulir!—like g'.owth factors and their binding proteins: J:nes_,, J.I._EE. Clemmons,
biglegical actions D.R. (1895}
SCI-2(CCI-E ;f:;ﬁ;ir:tzl';i z;fl"sfgl‘:;:r‘“ sport protein with Mahley, FLW. [10928)
SCI4{Col-2) The MF-kappaB AMD |kappaB PROTEINS: New Discoveries Baldwin, 4.5 (1208)
and Insights
SCI-5 Inflammation and Atherosclerosis {LEI%EEE:IP & Ridker, P.M.
The Effect of Pravastatin on Coronary Events after
SCI-8(z) Myocardial Infarction in Patients with Average Cholestera Sacks, F. M. et al. (1598)
SCI-B(b) :;;;E-ctve Protein and Other Markers of Inflammation in the Ridker. P.M. et al. (2000}

Prediction of Cardiovascular Disease in Women

SCI-2(CTl-8)

The pathogenesis of atherosclerosis: a perspective for the
1880s

Foss, R. (1853}

Muclear Factor-B-A Pivotal Transeription Factor in Chronic

Barmnes, P.J. & Harin. M.

Sel-e Inflammatory Diseases [12897)
SCI-10 Functions of Lipid Rafts in Biglogical Mambranes ﬁ?;sr; D-A. & London. E.
i
i1 A& recepior-mediated pathway for cholesterol homeostasis _ng;‘:z? & Goldstein.
Cold Atherosclerosis: Basic Mechanisms Cxidation, Inflammation, Beriiner, J.A. et al. (1995)
and Genstics
Cloning, structure, and expression of the mitechondria
-5 ) (=3 )
cCl-8 cyiochrome P-£450 sterol 28-hydroxylase Andersson. 5. et al. (1888)
CCI-7 Studies on the mechanism of harmone action Sutherland, E.W. (1972)
-8 Coronary Plaque Disruption Falk, E. et al. (1825)
Structures and Functions of Multiligand Lipoprotein Wi M. & H
CiC1-10 Receptors: Macrophage Scavenger Recepiors and LDL wrieger, M. ere, -l

Receptor-Related Protein (LEF)

k=== ]
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Mathematical Formulation

X X
X :|Ji|+ﬂZ_J:Z(1+,B_j)
jeJ; rj jeJ; rj
h, .. .. h,\1 Ou
h 1
X = He+ fiGx = 21 2n + B O
hn1 hnn 1 gnl

° Algorithm

Bottom-up reduction. It reduces the size of the M-Matrix by
computing the CCI values of the papers whose citing papers’ CCI
values have been calculated. The reduction is performed as
follows:
5 Construct a (n +2) x gn + 1) matrix , where H is the citation network
matrix, R is a vector of the row sum of H, V is the initial values (which
aHre 0’s) of paper influences, and Cis a row vector of the column sum of

® Evaluate R. If 77 =0, then check C, and if ¢j > 0:
. Forall hij=1,vi=vi + 1+ Bvj /g
. Set hjj= 0, and update /7= 17 — 1.
. Move row /to the bottom of H and move column jto the right of H.
. Let H be a new matrix without row /and column .
= IfR>0 sto&) and no further reduction is needed; otherwise, repeat
steps (55 and (b).

Top-down reduction. It reduces the size of the M-Matrix by
moving papers without citing papers into a temporary matrix. This
process is similar to Bottom-up reduction except for using the
vector of row sum instead of column sum.

Compute Cliques. After Bottom-up and Top-down reductions, the
remaining papers can be divided into smaller sets (called Cliques)
of papers involving loop citations. Each set can be solved as
linear equations that are much smaller than the original problem.
After computing each linear equation, perform Bottom-up
reduction. The algorithm stops when no more Cliques exist.

(st )

A 4

Top Down
Reduction

.

Find Cligue
(matrix)

4

Compute
Clique

'

Bottom Up
Reduction

More Clique?

38



@ stiLL
QUESTION?

Send $500 to

® Dennis Lin
University Distinguished Professor
483 Business Building

Department of Supply
Chain & Information
Systems

Penn State University

® +1 814 865-0377 (phone)
® +1 814 863-7076 (fax)
@ DKL5@psu.edu

(Customer Satisfaction or your money back!)
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