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Opportunities for Statistics

Dennis Lin
University Distinguished Professor

Department of Supply Chain & Information Systems
The Pennsylvania State University

Business Intelligent

What is the same?
What is new?
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Elements of the exchange process

A buyer
A seller
Buyer and seller can find each other 
(with some way to “authenticate” the other party)

Each has something of value to offer the 
other
They can voluntarily complete the exchange

What is the Same?

What is New?

e-business
Globalization
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Link Analysis
Owner Dog

What are the issues here?
How do you “quantify” (measure) your 
observations (people or dog)?
How do you “characterize” your 
observations?
How do you classify (match) them?
Others?
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Recommender Systems Zan Huang

Recommender systems
Automatically recommend items to users based 
on product attributes, consumer attributes, and 
consumers’ implicit or explicit feedback on 
products [Resnick et al. 1994; Shardanand and Maes 1995; Hill et al. 
1995; Resnick and Varian 1997]

Products: Discussion postings, webpages, 
movies, jokes, news, research papers, books, 
etc. 
Consumers: Information seekers, online 
shoppers, etc.

The Recommendation Problem

Recommendation: to 
estimate the level of match 
between consumers and 
products (potential scores)

Consumer 
attributes
- education
- vocation
- gender
- city

- college
- engineer
- male
- Tucson

- Ph.D.
- professor
- male
- Washington

- college
- banking
- female
- New York

- college
- health care
- female
- Denver

Product 
attributes
- price
- publisher
- author
- keywords

- $29.99
- Scholastic
- Rowling
- magic

- $27.95
- W.W. Norton
- Watts
- small world- $14

- Plume Books
- Barabasi
- complex networks

- $24.95
- Doubleday
- Brown
- mystery

Products

Consumers

Interactions
- purchase
- rating
-catalog 
browsing

? ?? ? ?

For each 
consumer
- Good 
choices to 
consume

For each 
product
- Prospective 
target 
consumers 
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How to measure/characterize a 
unipartite graph?

Average degree

Average path length

Triangle clustering coefficient

The predictions for the product graph can be derived similarly 

by interchanging f and g and interchanging M and N

Theoretical Prediction of Unipartite Graphs 
Projected from Random Bipartite Graphs
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How to measure/characterize 
a bipartite graph?

None we know of!!!

How to measure/characterize a bipartite 
graph?

Common Practices

Projection into two uni-partites
Is this a right way to do?
Projection loss?
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Time Series: Univariate Time Series

135, 143, 127, 129, …, 172 What’s next?

Model Building and Forecasting (short term/long term)
Monitoring (Quality Assurance)

Time Series: Multivariate Time Series
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Time Series: Functional Data (Profile)

Time Series: Graphic/Network  
(Link Prediction)



9

Process Mining

Process Mining
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Discovering Processes from Event Logs
Challenges of process mining

Mining process models
1. Mining hidden tasks
2. Mining duplicate tasks
3. Mining non-free-choice constructs
4. Mining loops
Robust mining

5. Dealing with noise
6. Dealing with incompleteness
Process analysis

7. Using time
8. Mining different perspectives
9. Delta analysis
Others

10. Gathering data from heterogeneous sources
11. Visualizing results

Mining Process Model- Mining Hidden Tasks

Even task A is removed from the log, it is 
clear that there has to be an AND-split if 
we assume tasks B and C to be in parallel. 
Similar for D.
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Mining Process Model- Mining Duplicate Tasks

Questionable process model

Mining Process Model-Mining Non-free-
choice Constructs

The choice between task D and task E is decided not only by their 
immediately precedent, but also some earlier choices (A and B). Such 
constructs are difficult to mine since the choice is non-local and the mining 
algorithm has to ‘‘remember’’ earlier events.
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Mining Process Model-Mining loops

Mining loops can be difficult if the loops includes many tasks (long span) and 
involve splits/joins.

Algorithms for Process Mining
Most of existing data mining techniques can’t 
apply to process mining directly.
So far, the emphasis is on mining process models.
The inductive bias during process mining 
algorithm

Affected by process modeling languages because of 
representation limitation of the languages (PetriNet, 
UML, Block Diagram, EPC, WSBPEL, etc.).

Local/global strategies
local strategies primarily based on a step by step 
building of the optimal process model based on very 
local information.
Global strategies primarily based on a one strike search 
for the optimal model.
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Potential Subjects
Finding General Structure/Network
Finding systematic pattern
Identify Unusual Observation 
(Transaction)
Model Building
Data/Table  Model/Graph

Lin’s Recent Work on Process Mining

Construction algorithm
Model Building

Minimal Chart
Flow Chart Construction, when there 
are noises
Multiple Process Mining
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Two Specific Example: 

RFID &
Search Engine

Bar Code
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RFID: 
Radio Frequency Identification

The components of a 96-bit electronic 
product code (in Hex)

The RFID tag responds to the reader by broadcasting its EPC, which is 
a 96-bit code consisting of:
· 8 bits of header information
· 28 bits identifying the organization that assigned the code
· 24 bits identifying the type of product
· 36 bits representing serialization information for the product
Source: Avicon white paper, 2003
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RF Communication
Electromagnetic waves modulated to carry 
data/signals
Two different ways to generate ways

Inductive coupling
• Close proximity electromagnetic wave

Propagating electromagnetic waves
The fundamental RF communication theories 
apply—nothing new. 
New: the cost, size, signal processing 
capability.
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LF: 100-150 KHz
門禁, 汽車防盜, 畜牧, 養殖, 工廠流水線
HF: 13.56 MHz

14443
• 14443A—小額儲值卡, 公共交通卡
• 14443B—證件, 護照, 銀聯卡

15693—10cm 物品單體管理 (加密)
UHF (1m)

915MHz: EPC ISo1800-6C, 物流 倉儲
2.45 GHz
5.8 GHz: 高速移動物件管理

RFID Case Studies
電子標籤在血庫管理中的應用
电子标签在压力容器中的管理应用
机车防盗介绍
畜牧业管理
停车场方案
智能化大楼一卡通
電子標簽在酒類防僞中的應用
会议无障碍身份识别方案
图书馆
车辆管理方案
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RFID Case Studies
電子標籤在血庫管理中的應用
电子标签在压力容器中的管理应用
机车防盗介绍
畜牧业管理
停车场方案
智能化大楼一卡通
電子標簽在酒類防僞中的應用
会议无障碍身份识别方案
图书馆
车辆管理方案

A 
Data Explosion 
is Coming!

Are You Ready?
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RFID 

Reader activates tag

Tag sends information

Transponder

Tag Antenna

Reader Antenna

TagReader Information
System

Features of Savant
Software at each level of supply chain will 

gather, store and act on information 
and interact with other Savants 
Smoothing.
Reader Co-ordination.
Forwarding.
Storage.
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pallet- + case- + item-level data = 100X or 1000X current volume

Control flow and provide filtering and aggregation of EPC event streams

Source: Chawathe, et al, VLDB Conference proceedings, 2004

Architecture

ONS: object name server
Maps EPC URL

EPC Information service
Higher level service for apps

Gather data from readers:
Smoothing, coordination, 
forwarding,etc.
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RFID vs. Barcode

Lin, Dennis K.J. and Wadhwa, Vijay

Bar-coding
Bar coding is one of the most popular and 
cost effective forms of automated data 
collection systems.
Fixed Barcode: Contains static information 
that is the same for all products of the same 
brand and type. An example is a UPC bar 
code on a 12 oz. can of coke.
Variable barcode: A variable data bar code 
contains data that identifies a single product 
and changes for each separate product. 
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RFID
RFID uses radio waves to automatically 
identify people or objects. 
Old technology but increased 
affordability, scalability, data processing 
capability.
Capable of identifying each and every 
object uniquely in a supply chain.

Basic Structure

Manufacturing Warehouse Retailer

Receiving

Storage

Picking

WIP

Shipping

PLM

Quality Control

Labor productivity

Inventory mgmt. 

Receiving

Storage

Picking

Shipping

Cross-Docking

Product Receiving

Stock Visibility

Replenishment

Checkout

Theft Reduction

Pricing

Shopping behavior

Labor productivity
What are the issues?
Barcode solution?
RFID solution?
Comparisons!!!
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S.I.T. Space
State
ID
TimeStamp

Namely, {where, which, when}

Particularly interested in the difference 
between Execution & Planning 
(Sense & Response)

Sample RFID Data 

box crusher08-11-05 15:490023800.341813.500000024ST 987

sales floor08-11-05 15:470023800.341813.500000024ST 987

sales floor08-11-05 15:010023800.341813.500000024ST 987

backroom08-10-05 1:120023800.341813.500000024ST 987

sales floor08-10-05 1:100023800.341813.500000024ST 987

sales floor08-09-05 20:540023800.341813.500000024ST 987

inbound08-09-05 20:310023800.341813.500000024ST 987

outbound08-09-05 8:230023800.341813.500000024DC 123

conveyor08-09-05 7:540023800.341813.500000024DC 123

inbound08-04-05 23:150023800.341813.500000024DC 123

ReaderDate/timeEPCLocation
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The timeline in a supply chain 

α

τ
γ

β
θ

L

0t 1t 2t 3t 4t 5t 6t

An IBM RFID Example
on Analysis:
What you’re looking for in sensor data?

Lin, Shu and Wadhwa



26

Preliminary Analysis on 
Wal-Mart RFID data

Raw Data
The data contains the following fields in the 

order as it appears:
EPC Number:
Item Number:
Item Description:
UPC (Universal Product Code)
GTIN:
EPC Time Stamp
Store Number:
Location:
Location Description:
EPC status Description:
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Flow-Analysis: Process Mining

For each EPC there are two ways a 
location is classified as unique:

if the previous location scanned is not 
same as the current location ( sorted by 
datetime).
If the time difference between two 
consecutive location is greater than a user 
specified value.
For each EPC we vary the user specified 
time difference to see the process flow 
obtained.

Flow-Time Analysis 
Flow time of the part through the 
system is the difference between the 
time the part enters the system and the 
time the part leaves the system.
Flow time can be related to demand; 
hence it could be used in managing the 
inventory at various locations.
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Future Directions & Issues
Need to understand how the data is 
gathered and the process behind it.
Efficiency at various stores/DC can be 
computed using the time lags between 
the RFID scans.
Infer why the actual process differs 
from the benchmarked process.  

Low-Storage Single-Pass 
Density Estimation

Univariate
Certain (say, 20) representative quantiles
(Cubic Smoothing) Spline fitting to these 
quantiles
Statistical inference

Multivariate
Convex Hulls Peeling
Certain (say, 20) representative convex hulls
Thin Plate Splines fitting to these quantiles
Statistical inference

Jim McDermott
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Search Engine &
Citation Index
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New Era for Search Engine
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AltaVista

Inktomi

Google

Alltheweb

Teoma

Unit: One Billion

History of Search Engine

Alltheweb

1989 2003200120001999199819971996199519941993
About

Allestra

Altavista
AOL
Ask
Cnet

Dogpile
Excite

Vivisimo
Teoma
Savvy

Overture

Galaxy
Freeserve

Lycos
Mamma

Mooter
Msn

Netscape

Inktomi
Infospace

Goto
Google

Looksmart

Webcrawler
Yahoo

HotBot

Metacrawler

未提供目錄分類功能(9)

粹取或分群功能(8)

綜合式引擎(7)

提供目錄分類功能(20)

備註：本研究整理
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New Aspect of Damping 
Factor in Google Page Rank

Fu, H.H.
Lin, Dennis K.J.
Tsai, H.T.

The PageRank of a page A is given as follows:

PR(A) is the PageRank of page A; 

PR(Ti) is the PageRank of pages Ti which link to page A;

C(Ti) is the number of outbound links on page Ti;

d is a damping factor which can be set between 0 and 1; usually set to 0.85

n is the total number of all pages which link to page A.

Google’s Page Rank formula
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Matix A                      
d=0.85

Matix A max eignvalue =1

Matix A eignvector = PageRank(k)
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Example 5
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How to Increase your PageRank?

How to Increase Your Paper Citation?
Individual article
Individual Author 
Journal
How is this (Impact Factor) related to 
PageRank?

Paper Citation: Garfiled (1972)

Number of Citations:

Paper#1:  5
Paper#2:  7
Paper#4:   5

Garfiled (Science, 1972)
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Some Observations
Paper 1 has direct influence on Paper 4 as well as indirect influence on Paper 4's 
citing papers (as shown in Figure 1(b)). Such indirect influence should be added 
to Paper 1’s overall influence.
Paper 2 cites Paper 1 and almost half of Paper 2’s citing papers also cite Paper 1 
(as shown in Figure 1(c)). This implies that Paper 1 has both direct and indirect 
influence on those citing papers of Paper 2.  
SCI ranks Papers 1 and 4 the same and ranks Paper 2 higher than Paper 1. But 
based on (1) and (2), it is likely that Paper 1 is more influential than Papers 2 
and 4. This observation is confirmed by the CCI rankings in Table 1.
SCI has the same ranking for Papers 3, 8, 9, 12, and 14 that all have one direct 
citation (as shown in Figure 1(d)), but CCI ranks some of them differently.  These 
differences can be explained by the fact that those papers are cited by papers 
that have different influences.  For example, the CCI ranking of Paper 3 is higher 
than that of Paper 12, because Paper 3’s citing paper (i.e., Paper 6 with CCI = 
2.00) is more influential than Paper 12’s citing paper (i.e., Paper 13 with CCI = 0).
This example shows that CCI has higher resolution than SCI and is capable of 
representing importance of different citations.  This distinctive feature of CCI is 
useful for identifying the different influences of papers that have the same or 
similar number of citations.  This feature of CCI is similar to that of PageRank7 
applied to search engines. PageRank considers that in a network, each incoming 
link is different and an incoming link has more value if it comes from a more 
important node. 
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Mathematical Formulation
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Algorithm
Bottom-up reduction.  It reduces the size of the M-Matrix by 
computing the CCI values of the papers whose citing papers’ CCI 
values have been calculated.  The reduction is performed as 
follows:

Construct a (n + 2) x (n + 1) matrix , where H is the citation network 
matrix, R is a vector of the row sum of H, V is the initial values (which 
are 0’s) of paper influences, and C is a row vector of the column sum of 
H. 
Evaluate R.  If rj = 0, then check C, and if cj > 0:
• For all hij = 1, vi = vi + 1 + βvj /cj.
• Set hij = 0, and update rj = rj – 1.  
• Move row i to the bottom of H and move column j to the right of H. 
• Let H be a new matrix without row i and column j.
If R > 0, stop and no further reduction is needed; otherwise, repeat 
steps (a) and (b).

Top-down reduction.  It reduces the size of the M-Matrix by 
moving papers without citing papers into a temporary matrix.  This 
process is similar to Bottom-up reduction except for using the 
vector of row sum instead of column sum.

Compute Cliques.  After Bottom-up and Top-down reductions, the 
remaining papers can be divided into smaller sets (called Cliques) 
of papers involving loop citations.   Each set can be solved as 
linear equations that are much smaller than the original problem.  
After computing each linear equation, perform Bottom-up 
reduction. The algorithm stops when no more Cliques exist.
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STILL  
QUESTION?

Send $500   to
Dennis Lin
University Distinguished Professor 

483 Business Building
Department of Supply 
Chain & Information 
Systems
Penn State University

+1 814 865-0377 (phone)

+1 814 863-7076 (fax)

DKL5@psu.edu

(Customer Satisfaction or your money back!)


