STAT 520 HW 7 SPRING 2024

1. Express an MA(2) process as a state space model and derive the corresponding Kalman
filter.

Solution: Following Slide 2, one has the state equation

010 1
Y.=|0 o0 1|Y. 1 +]|-6]a,
0 00 —0,
where ygl) = a; — O1a;_1 — O2ai_0 = 2z, yt@ = —b1a; — O2a4_1, and yt@ = —0ya;. The
observation equation is simply
% = (1,0,0)Y,.

The stationary distribution of Y; has mean y, = 0 and
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Write & = (%ég) and A = o2 <flz1> (1,—6,,—6,). One has y;0 = ®yo = 0 and
—U2
Vi = PVo®T + A = V. Observing z;, the conditional distribution of Y|z, has mean

<1 <1
yi=Yio+ Kizi = | prz1 | = | —Oraip — baaop |,
P221 —92a1|1

where a1y = Elai|21] and aop = Elag|z1], and covariance

0 of
Vi (1= K1(1,0.0)Vi = (o 3 )

the Kalman gain matrix K; is given by

1 1 1

Ky = Vi | 0 - -
1 10 0 2016+ 0 Vijo/V1j0 Z; ;

where vyjo is the first column of Vijo/o2, vy is the (1,1)th entry of Vip/oZ, p1 =
(=01 +0102) /(1 4 0% + 03) and py = (=) /(1 + 07 + 63).
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With y; and V; given above, one has

—01a11 — O2a0)1

Yo = dy, = _92d1|1 )
0
Vi 0 L
‘/2‘1 = q)‘/l(I)T + A = 0'2 (0% O) ‘I’ —91 (1, —81, —02)
—6,

Observing z,, the conditional distribution of Yj|(z1, 22) has mean and covariance

<2
Yo = Yo + Kaey = | —0O1ag2 — Oaap2 |,
—0aa3
Va = (I — Ka(1,0,0))Vays = o (0 °~T) -
) ) a 0 ‘/2 )

where €y = Z9 — ZQ|1 = Z9 + 91&”1 + 62d0\17 dg|2 = E[a2|21,22], d1\2 = E[(l1|21,22], and
the Kalman gain matrix K5 is given by

1
Ky ="V | 0

2
0 O'aU2|1

= V2\1/U2\17

where 1 is the first column of Va1 /02 and vy is the (1,1)th entry of Vo;/02. Re-
placing 1 by t — 1 and 2 by ¢, one has the general formula.

2. Repeat the above problem for ARMA(2,1). Do specify V; in terms of vy, 71, 02, ¢1,
¢9, and 6 as necessary, and do verify ®V,®T + A = V.
Solution: Similar to ARMA(1,1), one has the state equation

Y= (z; (1)) Y1+ (_19> s

where yfl) = $12¢-1+ P2zi—o+a; —Oa;_1 = 2z and ny) = ¢92;_1 — Ba;. The observation
equation is simply
Zt = (17 O)Yt

The stationary distribution of Y has mean yo = 0 and covariance

Vo — Yo Pay1 — 902
0 b1 — b7 P30 + 007 )
To verify Vy = ®V,®7 + A =V}, where ® = (ﬁ; o) and A =02 (' 7)), note that
Yo = Elp121-1 + o249 + ar — 9at—1]2
= (67 + d3)0 + (1 + 6702 — 2010271 — 261007,
1 = Ezi1[pr1zi-1 + 222 + ap — Qa1
= ¢170 + dom1 — 0o,
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Given yo and Vj, one has y;p = ®yg = 0 and Vo = PVod®T + A (= V). Observing
21, the conditional distribution of Y;|z; has mean

Y1 =Y+ K121 = (@50 _ le) )
where Zy = E[z|z1] and @; = Elaq|z1], and covariance

Vi= (- Ki(1,0)Vyo = (0 O) ;

0?}1’

the Kalman gain matrix K is given by

1\ 1 1
K, = V1|0 (0> KIO = Vl\O/Ul\O = (/ﬁ) )

where v is the first column of Vijp and vy)g is the (1, 1)th entry of V0.
With y; and V; given above, one has

G221

vy 0 1 -0
v21_<1>v1q>T+A_(01 0>+a§(_9 92).

Observing z,, the conditional distribution of Yj|(z1, 22) has mean and covariance

+ ¢z — O
Yo = ‘I>Y1 _ <¢12’1 220 al) :

G221 — Oay

Va = (I - Ka(1,0))Vas = (O O>'

OUQ’

2
Y2ZY2|1+K262=< ? ),

where €9 = Z9 — 22|1 = Z9 — (lezl + gbgg(] — 0&1), C~L2 = E[a2|z1, 22], and the Kalman gain

matrix K, is given by
1\ 1 1
K = V —_— =
2 2|1 (0) v V2\1/U2\1 (@) )

where vy is the first column of V5; and vy is the (1, 1)th entry of Vo1 Replacing 1
by t — 1 and 2 by t, one has the general formula.
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