STAT 520 HW 3 SPRING 2024

1. Consider the MA(2) process z; = a; — a;_1 + %at_g, var[a;] = 02 = 3.

(a) Find the variance and autocorrelation function of {z;}.

(b) Determine if the process is invertible, and if so express the process in the infi-
nite autoregressive form, z; = Z;L Tjz—j + a;, providing numerical values for
T1y...,T5.

(c) Show that m; — 6ym;—1 — Oamj_o = 0 for j > 0, where 7_; = 0. Find a general
expression for 7;.

2. Consider the AR(2) process z; = 1.62;_1 — .892;_o + a3, 02 = 2.

(a) Verify that {2} is stationary, and find the variance .

(b) Solve the first 2 Yule-Walker equations for p; and po, and then compute pj for
k = 3,...,8 using the recursive equation py = ¢1px—1 + P2pk—2.

(¢) Give a general formula for p; as the solution of the linear difference equation,
pr—1.6pp_1+.89pr_o =0, k > 0. Do express your result in terms of real numbers
and real functions.

(d) Consider the infinite moving average form of the process, z; = a; + Z;; Yia_;.
Show that v; — 1.6¢;_1 + .89¢;_5 = 0, j > 0, where ¢_; = 0, and find a general
expression for ;.

3. Assume that the stationary process {z;} is generated by a low order AR model with
p <4, and that {z;} has the following variance and autocorrelation function,

Yo = 12, P1 = .8, P2 = 46, P3 = ].52, P4 = —.0476.

(a) For each of the possible orders 1, 2, 3, solve the first sets of Yule-Walker equations
to obtain the corresponding ¢;’s and o2.

(b) What is the actual AR order p of this process?
4. Suppose a sequence of real numbers {z;}3° satisfy the linear difference equation,
T+ axi_1 + bri_o = O, t>1.

(a) Find the coefficients a, b, such that x; is sinusoidal with period 12,
xy = ay cos(2mt/12) + ay sin(27t /12).

(b) Find the coefficients a, b, such that z; is damped sinusoidal with damping factor
.8 and period 12,

z; = (.8){ay cos(2nt/12) + ag sin(27t/12)}.
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