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Abstract

A random walk with reflecting zone on the nonnegative integers is a Markov
chain whose transition probabilities ¢(z,y) are those of a random walk (i.e.,
g(z,y) = p(y — ¢)) outside a finite set {0,1,2,..., K}, and such that the dis-
tribution ¢(z, ) stochastically dominates p(: — z) for every z € {0,1,2,...,K}.
Under mild hypotheses, it is proved that when ) zp, > 0, the transition prob-
abilities satisfy ¢"(z,y) ~ C’zyR‘”n"% as n — o0, and when Y} zp, = 0,

-1

g (z,y) ~ Cpyn™ 2.

1 Introduction

Let X, be an aperiodic, irreducible Markov chain on the state space Z, = {0,1,2,...}
with transition probabilities ¢(z,y). Call X,, a random walk with a reflecting zone if
there exists a probability distribution p, = p(z) on the integers and a finite integer
K > 0 such that:

q(z,y) = p(y — z) if z > K; (1)
Cy>w q(z,y) > Lyow ply—z) for all z,w € Z,. (2)

This condition necessitates that p(z) = 0 for all # < —K — 1. The subject of this
note is the detailed asymptotics of the return probabilities P°{X,, = 0} as n — oo.
We shall only consider the cases 3 zp, = 0 and }_ zp, > 0, because when Y zp, < 0
the Markov chain X, is positive recurrent and so Kolmogorov’s theorem implies that
im0 P2{X, = 0} = mo where 7, is the unique stationary probability distribution
for the chain.
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The simplest example of a random walk with a reflecting zone on Z, is the simple
random walk on the integers with reflection at the origin. In this case the asymp-
totics of the return probabilities are easily deduced from Stirling’s formula, since
exact formulas involving the binomial coefficients are available (using the “reflec-
tion principle”). In general, however, exact combinatorial formulas are not easily
obtained. When the reflecting zone consists of more than one point the analysis of
return probabilities seems to require much more sophisticated methods.

Random walks with reflecting zones occur in a number of contexts. Two very
basic and simple examples are as follows.

Example 1: Queueing Systems. Consider a system in which jobs enter a network
of servers and remain in a queue until they are begun. Assume that the number
of jobs that can be completed in a unit time is bounded above. If the numbers of
jobs entering the system at times 1,2,... are independent, identically distributed
Z,-valued random variables and if the operations of the servers are “memoryless”
and independent of the queue length then the number X, of jobs in the system at
time n is a random walk with a reflecting zone. More generally, if for some k the
distribution of the number of entering jobs and the behavior of the servers is different
when X, < k than it is when X, > k the process X, is still a random walk with a
reflecting zone.

Example 2: Isotropic Random Walk in a Homogeneous Tree. Let 7 be the set of
vertices of a homogeneous tree of degree d > 3. (A homogeneous tree of degree d is
a graph with no cycles in which every vertex has exactly d neighbors). An isotropic
random walk in 7 is a Markov chain Y,, with state space 7 that behaves as follows.
At each time n = 0,1,2,... the random traveller chooses a nonnegative integer N,
from a fixed probability distribution {r,} on Z,; given that Y, = y for some vertex
y, the traveller randomly chooses one of the vertices of the tree at distance N, from y
and moves there at time n + 1. Suppose that the distribution r, has finite support. If
Y., is an isotropic random walk on 7 then the distance X,, from the initial vertex Yy is
a random walk with a reflecting zone on Z,. It is easily verified that 3" zp, > 0, since
the degree of the tree is greater than 2 (there are more ways to move away from the
root node than ways to move closer to it). Thus, the return probability P°{X, = 0}
is a “large deviation” probability, and should be expected to decay at an exponential
rate.

The second example suggests a natural generalization of the definition. Instead
of requiring that ¢(z,y) = p(y — z) whenever > K, require only that the total
variation distance ||g(z — ) — p(- — z)|| be small for large z; e.g., less than C'a® for
some constants C' > 0 and o < 1. Call such a process a random walk with nonlocalized
reflection. If Y, is an isotropic random walk on a homogeneous tree such that the
distribution {r,} has exponential decay then the distance X, from the initial vertex
is a random walk with nonlocalized reflection on Z,. Unfortunately, our techniques
lead to interesting results only for random walks with a (finite) reflecting zone.
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The definition of a random walk with nonlocalized reflection has an obvious
analogue on the positive half-line Ry. A random walk with nonlocalized reflection
on Ry is a Markov chain on R} whose transition densities ¢(z,y) are such that
llg(z,-) —p(- — z)|| £ Co* for some probability density p(z) on R and some constants
C > 0 and o < 1, and such that the integral analogue of condition (2) holds. Such
processes arise naturally in the study of continuous-time queueing networks. Another
interesting class of examples is as follows.

Example 3: Isotropic Random Walk on the Hyperbolic Plane. Let H be the hy-
perbolic plane, i.e., the upper half-plane {(z,y) € R? : y > 0} equipped with the
Poincaré metric % where ds is the usual Euclidean arc length element (see [1]). An
isotropic random walk on H is a Markov chain Y, with state space H whose transi-
tion probabilities depend only on hyperbolic distance: given that Y,, = y, the traveller
chooses a positive real D, from the probability density r(z), then chooses a point Y41
at random from the uniform distribution on the (hyperbolic) circle of radius D,, cen-
tered at y. If the density r(z) decays exponentially at infinity, then the distance X,

from Y, to the initial point Y; is a random walk with nonlocalized reflection on R,.

The proof is elementary, using only basic properties of hyperbolic geometry. Two
points are worth noting. First, even if the density r(z) has compact support, the radial
process X, will not be a random walk with a reflecting zone, but only a random walk
with nonlocalized reflection. Second, the radial process always has positive drift: i.e.,
fr zp(z)dz > 0. This has to do with the “exponential growth” of hyperbolic space.

The hyperbolic plane is a homogeneous space of the group SLz(R) of two by two
real matrices with determinant 1, specifically, H = SLy(R)/K where K is the group

of rotation matrices i
( cosf sinf )
—sinf cosf/’

Thus, example 3 may be reinterpreted as an isotropic random walk on the matrix
group SLy(R). Other examples may be obtained by looking at isotropic random
walks on other semisimple Lie groups of real rank 1.

Henceforth we shall only consider random walks with a (finite) reflecting zone on
Z,. 1t is almost certain that our main result is true more generally for RW with
nonlocalized reflection on either Z, or R, but our method of proof works only in
the simpler case. We suspect that new and undoubtedly very interesting methods
will be required for the analysis of random walks with nonlocalized reflection, and
one of our reasons for publishing this note is to draw attention to this problem.

Recall that for RW with a reflecting zone {0,1,2,...,K} on Z, the probability
distribution p, controlling the jumps when X,, > K has support {—K,—-K+1,—K +
2,...}. Therefore, the generating function

p(t) =D pt” (3)

is meromorphic in the unit disk D = {¢ : |t| < 1}, with a pole at the point ¢ = 0.
We assume that the mean of p, is nonnegative. To avoid trivialities and minor
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complications arising from periodicities, we assume that the support of p, is not
contained in a coset of any proper subgroup of the integers, and that there is at least
one negative integer = such that p, > 0. This forces lim;_o4 ¢(f) = +00; moreover,
since the mean of p, is nonnegative, it also implies that the second derivative of ¢ is
positive at every 0 < ¢ < 1, and hence that ¢ is strictly convex on the unit interval.
Define

R™' = min ¢(?) (4)

0<t<1

0 0.20.40.60.8 1 1.21.4 0 0.20.40.60.8 1 1.21.4

The minimum is attained at only one ¢t € (0,1), by the strict convexity of ¢;
denote this point by ¢.. If the mean of p, is positive, then 0 < ¢, < 1 and R7! < 1,
because ¢'(1) = Y zp, > 0, but if 3 zp, = 0 then ¢t. = R = 1. Our main result is

Theorem 1.1 If > zp, > 0 then there exist constants 0 < Cpy < oo such that as
n — 00,

P*{X, =y} ~ CpR™n"%. (5)

If X zp; = 0 and if for somet > 1, Y t%q(z,y) < oo V& € Zy then there exist
constants 0 < Cyy < oo such that as n — oo

P*{X, =y} ~ Coyn™%. (6)



Note: The hypothesis Y t¥q(z,y) < oo for some ¢ > 1 implies that 3 1"p, < oo, in
particular, that the distribution p, has exponentially decaying right tail. It is likely
that in the case ¥ zp, = 0 the conclusion (6) holds under somewhat weaker moment
hypotheses.

For isotropic random walk in a homogeneous tree the local limit theorem (5) was
proved by Sawyer [7] by entirely different techniques (Cartier’s theory of spherical
functions for homogeneous trees). For isotropic random walk on a rank one semisimple
Lie group an analogous local limit theorem was proved by Bougerol [3]; Bougerol’s
methods even extend to the nonisotropic case, but use very heavy machinery, to wit,
the Plancherel formula for such groups. Of course, in general a random walk with a
reflecting zone on Z cannot be realized as the radial part of an isotropic random walk
on a tree, so Sawyer’s result does not imply (5), nor can his techniques be adapted
to prove it.

Our method of analysis is based on generating functions. We will use the Markov
property to obtain functional equations for the Green’s function(s) of the random
walk, and Wiener-Hopf factorization to show that R is a branch point of order 2.
This use of Wiener-Hopf factorization seems limited to problems with a finite number
of scatterers.

We have discussed the role of the hypothesis (1) and commented on the desirability
of weakening it, but as yet we have not mentioned hypothesis (2). This assures that
whenever X,, visits one of the “reflective” sites 0,1,...,K it gets a (nonnegative)
“kick” over and above the increment that would result from simply choosing from
the distribution p,. Does the theorem really require it? Yes! Suppose , for instance,
that K = 0, so that 0 is the only reflective site and p, = 0 for all z < —1. If ¢(0,0)
were greater than R~! then the probability of return to 0 after n steps would decay
like C'q(0,0)" rather than CR™"n"%. One may easily check that ¢(0,0) > R™! is
impossible if hypothesis (2) is satisfied.

2 Green’s Functions

Information about the transition probabilities will be recovered from their generating
functions, the so-called Green’s functions. These are defined as follows: for z,y € Z
and 0 < |s| < 1,

Cols) = 3 P {Xa =y} = 3 ¢"(z,p)s" (7)

n=0 n=0

Each series is absolutely convergent in the unit disk, since its coeflicients are probabil-
ities, and defines an analytic function. When ¥ zp, > 0 the radius R of convergence
of Gy is actually larger than 1, as will be shown; the analytic continuation has the
same power series in {0 < |s| < R}.



Recovering information about the asymptotic behavior of probabilities from their
generating functions is often accomplished by resorting to a Tauberian theorem, e.g.,
that of Karamata. (See, for example, the chapters on random walk problems in [4],
and the final chapter of [8], where numerous uses of the Karamata theorem are made.)
Unfortunately, we have no way of obtaining the necessary a priori information about
the probabilities to apply such a Tauberian theorem. Instead, we shall employ the
following theorem of Darboux (see [2]).

Theorem 2.1 (Darbouz) Let G(z) = Y52, an2" be a power series with nonnegative
coefficients a, and radius of convergence R. Suppose that G has no singularities in
the closed disk |z| < R except z = R, and that in a neighborhood of z = R ,

G(z) = A(z)(R— 2)* + B(2) (8)
where A(z) and B(z) are analytic functions. Then

1—-n
0 ~ —A(R)R (9)
[(—a)nlt

The use of the Darboux theorem requires more regularity of the generating func-
tion in a neighborhood of the singular point z = R than does Karamata’s theorem,
and the bulk of the paper will be devoted to verifying its hypotheses. Showing that a
function G has the behavior indicated in (8) in the vicinity of a point R with o = %
is tantamount to showing that it has a branch point of order 2. This, in turn, is
equivalent to showing that it is (locally) a branch of the inverse of a function that is
locally two-to-one in a neighborhood of G(R).

The main steps in the argument will be to show that all the Green’s functions
Gzy have the same radius R of convergence, that none has singularities on the circle
of convergence other than that at s = R, and that near s = R each satisfies (8) with
o= % when R>1and a= —% when R = 1. Since each of the power series G, has
nonnegative coefficients, the radius R of convergence is itself necessarily a singular
point, by a well known result of complex variable theory.

That all of the power series G, have the same radius R of convergence is ele-
mentary, requiring only a “Harnack” type inequality. Keep in mind that for a power
series Y a,s® with nonnegative coefficients the radius of convergence is inf{s > 0 :

> az8° = o0},

Lemma 2.2 For any z,y,2’,y' € Z, there exist a positive constant &€ and integers
k,n. such that for all n > n,,

" (z,y) > eq"(z', y). (10)

Consequently, all of the power series G, have the same radius of convergence.



Proof: By assumption, the Markov chain X, is irreducible. Thus, there exist positive
probability paths from z to z’ and from y’ to y. By the Chapman-Kolmogorov
equations, ¢"t*"ti(z,y) > ¢'(z,z")¢"(z",y")¢’ (¥, y). Since i,j can be chosen so as to
make ¢*(z,z')¢’(y',y) = € > 0, the inequality (10) follows. O

The remaining steps in the argument will exploit certain simple interrelationships
among the Green’s functions that derive from the Markov property. The first of these
is a consequence of the one-step Markov property. Recall that the Green’s functions
record the expected number of discounted visits to the various sites. In order that
Xn41 = y it is necessary that X, = w for some state w and that the chain makes the
jump from state w to state y at time n 4+ 1. Thus,

Giy(8) = 6oy + Lo 8Gau(s)g(w, y). (11)

The second set of interrelationships among the Green’s functions also follow from
the Markov property, but in a slightly more sophisticated way. Fix an integer L >
K V z. In order that X, = y for some integer y < L it must be the case either
that n = 0 or that for some m < n, X,, = w for some w < L and X} > L for all
m < k < n. Consequently, for each y < L,

Gay(8) = bzy + Zogng Gow(8)Huy(s) (12)

where
Hyy(s) = Hﬁy(s) = EwSTl{XT=y}7 (13)
T'=Tp=inf{n>1: X, <L} (14)

In fact, each of the systems of equations (11) and (12) may be written as a
single matrix equation involving matrix-valued generating functions. It is especially
advantageous to consider the system (12) this way,because the matrices involved are
finite. Thus, for any « and any L > K V «z,

G(s) = uz + H(s)G(s)

where u, is the (L + 1) X 1 unit vector with entry 1 in the zt* position and zeroes
elsewhere; G(s) is the (L +1) x 1 vector-valued function with Gy,(s) as the y** entry;
and H(s) is the (L + 1) x (L + 1) matrix-valued function with entries H,,(s). This
shows that the Green’s functions G;,(s) are in fact completely determined by the
matrix-valued function H(s):

G(s) = (T - H(s) "t (13)




at least for sufficiently small s, because the power series for H,y(s) contains no con-
stant term, and hence the matrix norm of H(s) is small for s near 0, which implies
that Z — H(s) is invertible.

In the subsequent sections we will investigate the analyticity properties of the
entries of H(s) using the machinery of Wiener-Hopf factorization. We will see that
H(s) is analytic in the disk [s] < 1/¢(ss), and has a branch point singularity at
s = 1/p(t,). This does not, of course, preclude the possibility that I — H(s) is
noninvertible for some s in the disk. However, the relations (11) and the hypothesis
(2) assure that Z — H(s) must be invertible in the disk |s| < ¢(t.), as we now show.

Proposition 2.3 Let R be the (common) radius of convergence of the power series
Guy. If R< p(t.)™! or if R = ¢(t.) 'and t, < 1 then for each pair z,y € Z,

Gyy(R) = lir}?_ Gry(8) < 00,. (16)
and consequently the singularity s = R is not a pole.

Note: Later we will see that when ¢, = 1 (equivalently, when Y zp, = 0), the radius
of convergence of the Green’s functions is R = 1 and Gy (R) = oo.

Proof: Define new generating functions

A(s,t) = iotszy(s) (17)
Qy(t) = ZZQ(y,w)tw- (18)

Observe that these power series converge absolutely for s,¢ in the unit disk. Multi-
plying equations (11) by t¥ and summing over y, one obtains a functional equation

for A,:
Ax(s,1)(1 = sp(t) =17+ D sGay(s)(Qu(t) — tp(2)). (19)
0<y<K
The sum on the right side extends only over y = 0,1,2,..., K because of (1). By
the law of permanence for functional equations, (19) remains valid for any analytic
continuations of the generating functions A, and G,.

In Lemma 2.4 below we will show that (2) implies that for all 0 <t < 1, @,(t) <
tYo(t) with strict inequality unless q(y,y’) = p(y’ —y) for all y’ € Z. Strict inequality
must hold for some of the sites y, for instance y = 0, because we have assumed that
pe > 0 for at least one negative integer z, and ¢(y,y’) = 0 for y’ < 0. Now consider
what happens in (19) as s increases. Assume first that ¢, < 1; then for at least one y
between 0 and K, Q,(t,) — t¥p(ts) < 0. As long as s remains less than 1/¢(t.), both
factors on the left are positive; consequently,

o+ Z 3Gy (s)(Qy(ts) — tiep(ts)) > 0.

- 0<y<K



Since there is at least one y for which Q,(t) — t¥p(t) > 0, there is at least one y
for which Gy, (s) remains bounded for 0 < s < 1/¢(t,). But (10) then implies that
Gy (s) remains bounded for all z,y € Z,.

A similar argument works when ¢. = 1 and R < 1. In this case, choose ¢ < 1
sufficiently close to 1 that Rp(t) < 1; such a ¢ exists because ¢(1) = 1 and ¢ is
continuous. As above, Q,(t) < t¥p(t) for all y = 0,1,...,K, and there is strict
inequality for at least one y. Let s increase to R; note that both factors on the right
side of (19) are positive. This implies that

t*+ Z 5Gay(s)(Qy(t) — t¥0(t)) > 0

0<y<K

for all s < R. Hence, Gy(R) < oo for at least one, and therefore every y. O

Lemma 2.4 Let Q,(t) and ¢(t) be defined by (18) and (3), respectively. Under
hypothesis (2), for every 0 <t < 1,

Qy(1) < (1) (20)

with strict inequality unless q(y,y") = p(y’' —y) for every y' € Z. Moreover, for every
0<t<l,

Qy(t) > 0. (21)

Proof: Suppose that {a,},cz and {b,},cz are two probability distributions on the
integers such that {a,} stochastically dominates {b,}, i.e., Y psm @n = S pom bn for
every integer m. Then a standard and elementary result in stochastic ordering implies
that on some probability space there exists a random vector (U, V') such that P{U =
n} = an, P{V = n} = b,, and P{U > V} = 1. Clearly, P{U > V} > 0 unless
an, = b, for all n. It is then obvious that for every t € (0,1), EtY < EtV, with
strict inequality unless a,, = b, for all n. This may be rewritten as 3 a,t" < Y b,t™.
Equation (20) follows.

That Q;(t) > 0forall ¢ € (0,1) is a consequence of the hypothesis that ¢(y,y) =0
for y’ < 0. That strict inequality holds follows because if ¢(y,0) = 1 for some y then
hypothesis (2) would be impossible, since the distribution p(z) puts positive mass on
both the positive and negative integers. a

Although we can go no further with the line of reasoning used in the proof of
Proposition (2.3) in the general case, it is worth mentioning that in the special case
where K = 0 (i.e., where there is only one reflector) relation (19) leads to a completely
explicit formula for the generating function Go. In this case (19) simplifies to

Az(8,8)(1 = sp(t)) = 7 + sGao(s)(Qo(t) — ¢(2))- (22)

For each 0 < s < 1 there is a unique solution ¢t = ((s) of the equation sp(t) = 1 sat-
isfying 0 < t < t. (see Figure ; recall that lim; o4 ¢(f) = 00) . Clearly, A.(s,{1(s)) <
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00, since A, is a power series in s,t with coefficients between 0 and 1, and since
0<s<1and0<t<t, <l. Consequently, the right side of (22) must be zero at
(s,¢1(s)); solving for Ggo(s) yields

(1(s)*
560 — GG (23)

Observe that explicit formulas for all of the other Green’s functions may now be
obtained from (22) by equating coefficients of powers of ¢.

By the law of permanence, this functional equation persists up to the smallest
positive singularity of the right side. But both ¢ and Q) are analytic in the unit disk
and ¢(t) — Qo(t) > 0 for all 0 < t < 1, so the smallest positive singularity of Gzo
occurs at the smallest positive singularity of (1(s), if (1(s) < 1, otherwise at s = 1.
Now (1(s) is defined implicitly by the equation s¢({1(s)) = 1; by the implicit function
theorem (complex version) a singularity of (;(s) can occur only when ¢'({1(s)) = 0.
The only positive s for which ¢’((;(s)) = 0 is s = R, since the only positive value of ¢
such that ¢'(¢) = 0 is ¢ = .. Thus, the radius of convergence of G0 is R = 1/¢(t.).

There are now two cases. First, suppose that ¢, < 1. Then since ¢”(t.) > 0, the
point s = R is a branch point of (;(s) of order 2 (see the proof of Proposition 3.5
below). Because ¢(t) — Qo(t) > 0 and ¢'(t) — Qp(t) < 0 in a neighborhood of ¢ = t,,
it follows that s = R is a branch point of G of order 2, in particular, (8) holds
with & = ;. Moreover, (22) now implies that each of the Green’s functions Gy, has
a branch point at s = R of order 2. In light of Darboux’s theorem, this proves (5) in
the special case where there is only one reflective site.

Next, suppose that . = 1. Again, since ¢'(t.) = 0 and ¢"(¢.) > 0, the point
s = R is a branch point of (;(s) of order 2. However, in this case the denominator in
(23) is zero at the singular point. But note that ¢’(1) — Q4(1) # 0, because ¢’(1) =0
and Qg(¢) > 0 Vt > 0.Thus, it follows from (23) that near the singular point s = 1
the equation (8) holds for G = G with a = —1. By (22), the same is true for all
the Green’s functions G,,. By Darboux’s theorem, this proves (6) in the case where
there is only one reflective site.

SGxo(S) = SO(

3 Wiener-Hopf Factorization

Further exploitation of the equation(s) (15) requires more information about the
analyticity properties of the entries of the matrix-valued function H(s). As we will
see, these entries may be expressed in terms of the generating functions of the ladder
variables of the random walk on Z with step distribution p,. In this section we
will investigate the generating functions of various first passage times for this random
walk, beginning with the ladder indices. The key to this analysis is the use of Wiener-
Hopf factorization ([8], ch. 4).

Let Y3,Y3,... be a sequence of i.i.d. random variables each with distribution p,
and set S, = 3.7, Y;, with Sop = 0 . Define the ladder times 7, 7- and ladder heights
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Zy, 7 as follows:

7+ =inf{n >0 : S, >0} (24)
- =inf{n >0 : S, < 0}; (25)
Z, =S, on {14 < o0}; (26)
Z. =S8, on {r- < oo} (27)

The Wiener-Hopf factorization of the potential kernel is the following relation:
1 —sp(z) = (1 — Es™27*)(1 = Es™2%-), (28)

valid for all |s| < 1 and |z| = 1. (See [8], ch. 4, sec. 17, P4-5. Spitzer’s definition
of the ladder variables is slightly different from that used here.) The expectations on
the right are integrals over the events where the relevant ladder variables are defined,
e.g., Es™ 2%+ = Es™2z%+1(1, < oo}. Observe that for each fixed s the factors on the
right side of (28) extend analytically to bounded functions of z in |z| < 1 and |2| > 1,
respectively. The factorization (28) into bounded functions analytic in the interior
and exterior of the unit circle is essentially unique: see ([8], ch. 4, sec. 17, P3).

Recall that the distribution p, is concentrated on the set of integers greater than
—K — 2. Define M to be the least integer such that pps > 0; then M is well-defined
and no less than — K — 2. Since we have assumed that p, > 0 for at least one negative
integer z, M < 0. By definition of M, the random walk S, makes no negative jumps
of size greater than M. It follows that the ladder height Z_ is greater than —M — 1
with probability one, and that P{Z_ = —M} > 0. This special property of Z_
allows us to give an explicit description of the factor 1 — Es™ 2%~ in the Wiener-Hopf
factorization.

Proposition 3.1 For each s satisfying |s| < 1 the function z™ — s2Mp(z) has pre-
cisely M zeroes (1(s),(2(s),...,Cm(8) in the unit disk, counted according to multiplic-
ity, and

1 - Es™2%- = ﬁ(l — C—"(—Sl). (29)

i=1 z

Proof: That 2™ —s2M(z) has precisely M zeroes in the unit disk is a straightforward
consequence of the argument principle (or Rouche’s theorem). Since |s| < 1 and
©(e?®) <1V 0 € [0,27], the curve 8 — eM? — MO, (e) winds around the origin M
times. Therefore, by the argument principle, the function 2™ — s2M((2) has precisely
M zeroes in the unit disk.

Now consider the following factorization of the potential kernel:

1 —sp(z) = (ﬁ(l - Qis))) (HZAZ(_;zf Séz-((zs)))> ’
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valid for all z on the unit circle. The first factor extends analytically to a bounded
function in the exterior of the unit circle, while the second factor is analytic in the
interior of the unit circle. Consequently, by the essential uniqueness of the Wiener-
Hopf factorization, the factors are constant multiples of the factors in (28). That the
constant is 1 may be verifed by checking the behavior as |z| — oco. O

For each fixed s in the unit disk, formula (29) exhibits 1—Es™ 2%- as a polynomial
of degree M with zeroes (;(s), (2(s),- - -,(m(s). Consequently, the coefficients in this
polynomial are the elementary symmetric polynomials in the zeroes (;(s) (see [5], Ch.
5), i.e.,

hi(s) = Es™ L{z_=—53 = om—-j+1(C1(8), C2(8), - -, Cm(3)) (30)

where

0'1(t1,t2, . e ,tM)

> 4

1<i<M
Uz(tl,t2,...,tM) = Z titj

1<i<j<M
G'M(tl,tg, . ,tM) = tltg .. tM

Clearly, equation (30) persists for s beyond the unit circle along any curve free of
singularities of (;(s). Thus, the location and nature of the singularities of the functions
h;(s) is determined by the singularities of the functions (;(s).

Lemma 3.2 For each 0 < s < 1/p(t.) there is a unique solution z = (i(s) of
1 = sp(2) satisfying 0 < z < t., and there are precisely M — 1 zeroes of 1 = sp(z)
satisfying 0 < |z| < (1(s). There are no zeroes other than z = (1(s) on the circle

2] = Ci(s)-

Proof: Recall that o(t) is strictly convex for 0 < ¢ < 1 with a unique minimum at
t =t, < 1, and that () — oo as ¢ — 0+. The existence and uniqueness of (;(s)
for 0 < s < 1/¢(t.) follow from the intermediate value theorem and the fact that
convexity forces ¢(t) to decrease for 0 < t < t,. (See the figure in section 1.) Notice
that the zero (;(s) is a simple zero for 0 < s < ¢(t.), since ¢'(s) < 0, but that at
s = ¢(t.) it becomes a double zero, since ¢'(t.) = 0 and ¢"(t.) > 0; this reflects the
fact that as s — ¢(t.)— the zero (;(s) approaches t,, where it collides with another
zero that has been approaching t, from above.

Next, recall that the probability distribution p, is not supported by a coset of
any proper subgroup of the integers. Consequently, for each 0 < ¢t < 1 and each
0<8<2m,

lp(te”)] < (1),

and hence there are no zeroes of 1 = sp(z) on the circle |z| = (1(s) other than (i(s).
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Suppose that 0 < s < 1/p(t.); then 0 < (1(s) < t, and for all small ¢ > 0,
@(C1(s) +€) < @(Ca(s))- It follows that as z traverses the circle |z| = (i(s) + ¢
counterclockwise, the curve zM — s2My(z) winds around the origin M times. The
argument principle now implies that there are precisely M zeroes inside this circle.
Letting e — 04 and using the results of the preceding paragraphs, one sees that there
are M — 1 zeroes strictly inside the circle of radius (1 (s).

Finally, consider what happens as s — 1/p(t.) from below. The zeroes (i(s)
vary continuously with s, by the argument principle, and (3(s), (3(s), .-, {am(s) all
lie strictly inside the circle of radius (i(s) centered at 0. We have shown that (;(s)
cannot approach a point of the circle |z| = ¢, other than ¢, as s — 1/¢(t.)+; the
only other possibility to be ruled out is that some (;(s) other than ¢ = 1 approaches
t. as s — 1/p(t.)+. But z = t, is a double root of 1 = ¢(z)/p(t), since ¢'(t,) =0
and ¢"(t.) > 0. As s — 1/p(t.)—, the root (1(s) approaches ¢, along the real axis
from the left. Thus, it is impossible for any other (;(s) to approach %, from inside the
circle: any other root would have to approach ¢, at an asymptote tangent to the real
axis from the outside of the circle. a

Lemma 3.3 For each 0 < s < 1/p(t.) and each 8 € (0,27) there are precisely M
zeroes of 1 = sep(z) lying strictly inside the circle of radius (;(s) centered at 0.
There are no zeroes on the circle |z| = (1(s).

Proof: Since |p((i(s)e?)] < ¢(¢i(s)) and (¢1(s)) = 1/s, there are no zeroes of
1 = sep(2) on the circle |z| = (i(s). Fix any complex s’ satisfying 0 < |§'| < s.
As z traverses the circle counterclockwise, z — 2Mg'p(2) winds around the origin
M times, because |s'p(z)| < 1. As s’ — se'® the curve zM — 2Ms'(p(2) deforms

continuously to the curve 2™ — zMse® () without passing through 0. Consequently,

M — zM 3¢ o(z) winds around the origin M times. =

Lemma 3.4 For each complex s satisfying 0 < s < 1/p(t.) and s # 1/p(ts) there
are only M zeroes of 1 = sp(z) in the closed disk |z| < t..

Proof: The last two lemmas show that there are precisely M zeroes in the closed
disk |z| < ¢1(]s]), so it suffices to show that there are no zeroes in the closed annulus
Gi(lsh) < |2] £ t.. But ¢(t) is strictly decreasing for 0 < ¢ < t,, and because
of our standing hypothesis on the support of the distribution p,, |p(te®)| < o(t)
for all 6 € (0,27). Consequently, |¢(z)| < |s7!| for all z # (3(|s|) in the annulus
Gllsl) < fzl <t =

Proposition 3.5 For each j = 1,2,..., M the function hj(s) = Es™1iz_—_;; ezx-
tends to an analytic function in the disk |s| < 1/p(t.). The only singularity of h;

13



on the circle |s| = 1/¢(t.) is at R = 1/¢(t,), and this is a branch point of order 2.
Thus, in a neighborhood of R each h;(s) has the form

hi(s) = Aj(s)V R — s + Bj(s) (31)
where A; and B; are analytic in a neighborhood of s = R and A;(R) <0, B;(R) > 0.

Proof: Set F(s,z) = zM — s2M¢(z), and let T' be the circle of radius ¢. centered at
0, oriented counterclockwise. By Lemmas 3.2, 3.3, and 3.4, if |s| < t. and s # ¢, then

F(s,2) has no zeroes on the circle I' and M zeroes inside. Therefore, by the residue
theorem, for all z ¢ T

M

(e — 660 = emp (5 o - O ) (32)

where F'(s,() = & 7¢F'(s,(). The left side of (32) is a polynomial in z; its coefficients
may be obtained by differentiating with respect to z and setting z = 0. But these
coefficients are the elementary symmetric functions of the roots (;(s), which by (30)
are the functions A;(s). Thus, for each j =0,1,...,M —1,

hu-(s) = % exp (ﬁ filog(z - Oi]ﬁ’% dc) =0 )

It follows from (33) by standard arguments based on the Cauchy, Morrera, and Fubini
theorems that each h;(s) extends analytically along any curve in the s-plane such that
F(s,¢) has no zeroes on the contour I'. This proves that h;(s) is regular in the disk
|s] < R and at every point of the circle |s| = R except s = R.

Now consider what happens when s — R from inside the circle |s| = R. By
Lemmas 3.2-3.4, there is an € > 0 such that the zeroes (3(s),(3(s),...,(m(s) lie in
the disk |z| < t. — €, while the leading zero (1(s) approaches t, from inside the circle
|z| = t.. Let I be the circle |{| = t. — ¢; then for all z ¢ IV,

M

TT(e - 66D = exp (55 . loate — O o). (34)

By the same argument as in the preceding paragraph, the elementary symmetric
functions of the zeroes (2(s),(s(s),...,({m(s) extend analytically to a domain con-
taining the closed disk |s| < R. Thus, the singularity at s = R (if in fact z = R is a
singularity) must arise from the behavior of the first zero (3(s).

At z = t, the generating function ¢(2) has a quadratic singularity:

0(z) = plt) + 52" (1) (s o . (3)
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Hence, ¢ is a two-to-one mapping in a neighborhood of ,, and so the inverse function
has a branch point of order 2 at ¢(t,) = 1/R. But (1(s) = ¢~'(1/s) for one of these
branches. Since s — 1/s is a univalent analytic function in a neighborhood of s = R,
it follows that {;(s) has a branch point of order 2 at s = R.

Note: Here we have used the assumption that the generating function ¢(2) is analytic
in a neighborhood of z = t..

Finally, recall that the functions k;(s) are the elementary symmetric polynomials
in the zeroes (;(s), and hence are polynomials 1; in (;(s) and the elementary symmet-
ric polynomials in the variables (3(s),(3(8), - - .,{m(s), with positive coefficients and
a linear term in (;(s). We have shown that the elementary symmetric polynomials
in the variables (3(s),(3(s),...,{m(s) extend analytically to a neighborhood of the
closed disk |s| < R, and that (;(s) has a branch point of order 2 at s = R. It follows
that either A;(s) has a branch point of order two at s = R or hj(s) is regular at
s = R. That s = R is in fact a singular point of &; follows because ¥; has positive
coefficients and a linear term in (4(s), and lim, g (i(s) = oo.

The form (31) follows from the fact that h;(s) has a branch point of order two
at s = R. That A;(R) < 0 follows because each h; is an increasing function of s for
0 < s < R. That 0 < B;(R) < oo follows because each #; is finite at R, by (30). O

Ultimately, we will relate the generating functions H,,(s) appearing in the rela-
tions (15) to the functions %;(s). This is most easily done by introducing the following
functions:

fii(s) = Bs" sy (=imjun) (36)
where: € Z,,57=1,2,...,M and

T(iE)=inf{n >0: S, < —i}.

These are easily expressed in terms of the functions h;. In order that the random
walk make a first visit to the set of integers < —i, it must achieve a number of
successive drops below its record lows, eventually winding up below —:i. At each new
record low, the random walk “starts afresh”, by the strong Markov property, so the
time to the next record low is an independent copy of 7... For any 2, there are only
finitely many possibilities for the sequence of successive record lows recorded before
the eventual drop below —:. These may be indexed by the set of paths with negative
integer increments starting at 0 and ending at —z — 7 + 1:

T r~1
,Pij:‘{(jhj?a"-aj?‘): ju>0, Zju=i+j"']-aand Z]y<2}

v=1 v=1

By the strong Markov property,

fii(8) = o, =1 i (8)- (37)
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Corollary 3.6 For each pairi,j the function f;;(s) extends to an analytic function
in the disk |s| < 1/p(t,) whose only singularity on the circle |s| = 1/p(ts) is at
R =1/¢(t.). This is a branch point of order 2. Thus, in a neighborhood of R,

fii(8) = Aij(s)VR — s + Bij(s) (38)
where A;; and B;; are analytic and A;j(R) <0, B;;(R) > 0.

Proof: This is an immediate consequence of the preceding proposition, since the sum
in (37) has only finitely many terms. O

Note that the Darboux theorem may now be applied to the functions f;;, giving
the following asymptotic estimates:

P{T(i) = n; Spey = —i—j +1} ~ CR™"n" 3. (39)

This should be compared with the results of [8], sec. 32, especially Proposition P3,
which gives asymptotic estimates for the tail probabilities P{T'() > n}. We do not
know the minimal moment conditions necessary for the estimates (39).

Although there are infinitely many generating functions in the collection f;; =
[fij» the finite subcollection {fi;}1<ij<m determines all the rest. For in order that
T(nM — i+ 1) < oo for some 1 < ¢ < M it must first pass through each of the
intervals (kM,kM + M], k = 0,1,2,...,n — 2, since the random walk never makes
negative jumps of size more than M. At the times of first entry into each of these
intervals the random walk starts afresh, and by spatial homogeneity the passages
from interval to interval are conditionally independent, depending on where in the
intervals the first entries occur. Consequently, if F(s) is the M x M matrix-valued
function with entries f;; and F(s)" its n** power, then

fnr=iz1),5(s) = (}-(S)n)ij . (40)

Proposition 3.7 The matriz norm of F(s) satisfies

IF)f <1 VIs| <R, s# R (41)
IFRI <1 & > zp: >0 (42)
IFB)| =1 if Y zps =0. (43)

Proof: The entries f;;(s) of the matrix F(s) are positive and strictly increasing in s
for 0 < s < R (because the probability distribution p, is not supported by a coset of a
proper subgroup, there are positive probability paths in all the sets P;;). Consequently,
the matrix norm || F(s)||, which coincides with the lead (Perron-Frobenius) eigenvalue
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is a positive, strictly increasing function of s, and so the maximum must occur at
s = R. Note also that for any complez s # |s|, |f;;(s)| < fij(|s]) and hence || F(s)|| <
IF sl

Consider first the case where EY; = Y. zp, = 0. In this case R = 1. Moreover,
the stopping time T'(¢) is finite with probability one, since the random walk S, is
recurrent. Consequently, the matrix F(1) is stochastic. This implies that the lead
eigenvalue is 1, and therefore also || F(1)| = 1.

Next, suppose that 3" zp, > 0. In this case, t, < 1 and R = 1/p(t.) > 1. Consider

the exponentially tilted probability measure P, with associated expectation operator
E, defined by

P(A) = Et?"R*"1,VA € o(V1, Yoy ..., Ya).
By a standard argument (the “Fundamental Identity of Sequential Analysis”),

fi(R) = ER™Olgg, i ji)
= Bt ispy=-izjt1)-

Consequently, 3°; fi;(R) = Et. 519 < 1 for all 7. It follows that the lead eigenvalue
of the matrix F(R) is strictly less than 1. O

4 The Green’s Function at s = R

Using the results of the preceding section and equation (15), we will determine the
nature of the singularity at s = R of the Green’s function(s) Gy (s). This necessitates
relating the nature of the singularities of the functions f;; at R to those of the functions
H,,. These two sets of functions will be shown to be interrelated by a set of matrix
equations. Thus, we begin by discussing the singularities of matrix-valued analytic
functions.

An (m X n) matrix-valued function ¥(s) of a complex variable s will be said
to have a branch point of order 2 at s = R if there exist matrix-valued functions
A(s) # 0, B(s) analytic near s = R such that in a neighborhood of R,

U(s) = A(s)VR — s+ B(s)

for one of the branches of v/R — s. (A matrix-valued function is analytic in a domain
if each entry is analytic.) Equivalently, U(s) has a branch point of order 2 at s = R
if there exists a matrix-valued analytic function ®(t) with a nonzero linear term such
that in a neighborhood of s = R,

U(s) = ®(VR - s). (44)

Clearly, if each of a finite collection of d x d matrix-valued functions has a branch
point of order 2 at R then so does any polynomial expression in these functions
(although this may be a “degenerate” branch point, i.e., the polynomial expression
may actually be regular at R).
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Lemma 4.1 Suppose that U(s) is a d X d matriz-valued function with a branch point
of order 2 at s = R. Let Y22, a,2z" be a power series with radius of convergence
p > |¥(R)|. Then
B(s) =) a¥(s)"
n=0

has a (possibly degenerate) branch point of order 2 at s = R.

Proof: The function F(M) = Y22, a,M" is an analytic function of the d X d matrix

n=0
argument M for ||[M|| < p (i.e.,the coordinate functions are analytic functions of d?
variables, one for each entry). Suppose that ¥(s) = I'(\/R — s) in a neighborhood
of R, where I' is analytic. Since the composition of analytic mappings is analytic
(see any textbook on functions of several complex variables), F'(I'(t)) is analytic in
a neighborhood of I'(0). But ®(s) = F(I'(VR —s)) near R, so R is a possibly

degenerate branch point of order 2. a

For the case " xp, = 0 of Theorem 1, the following result will be needed.

Lemma 4.2 Suppose that ¥(s) is a d X d matriz-valued function with a branch point
of order 2 at s = R. Suppose that Y(R) has an eigenvalue A(R) of multiplicity 1
with left and right eigenvectors w(R),v(R) satisfying w(R)'v(R) = w(R)'1 = 1.
Then there are functions A(s),w(s),v(s) such that A(s) is an eigenvalue of U(s)
of multiplicity 1 with left and right eigenvectors w(s),v(R) satisfying w(s)v(s) =
w(s)'1 = 1, and such that s = R is a (possibly degenerate) branch point of order 2
for each of A(s),w(s), and v(s).

Proof: The fact that the eigenvalue is an isolated eigenvalue of multiplicity 1 allows
the use of standard results from regular perturbation theory (see, e.g., [6], ch. XII,
secs. 1-2). In particular, there exist holomorphic functions A(M), w(M), v(M) of the
matriz argument M defined in a neighborhood of M = ¥(R) (in C¥) such that

Mv = v,
w'M = dw;
wiv = 1;
wil =1.

But ¥(s) = ®(v/R — s) for an analytic matrix-valued function ®, so the functions
A(s) = AM(®(V/R — s)), etc., have branch points of order 2 at s = R (possibly degen-
erate). O

We are now in a position to analyze the singularities of the functions H,,(s)

defined by (13).
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Proposition 4.3 If L —y > M then H,,(s) = q(w,y)s and hence is analytic in the
entire complez plane. If L —y < M then H,,(s) is analytic for |s| < R = 1/¢p(t.)
and regular at every point of the circle |s| = R except s = R, and s = R is a branch
point of order 2. Hence, in a neighborhood of R the function H,, has the form

Huy(s) = Auwy(s)V R — 5 + Buy () (45)

where Ay, and By, are analytic near s = R, Byy(R) > 0, and Ayy(R) <0.

Proof: The function H,,(s) is the probability generating function of the first time
T = Ty, that the process X, revisits the interval [0, L] = {0,1,2,..., L} on the event
that this visit occurs at location y. This may happen in one of two ways: either the
first jump is from the initial site w to the site y, or the first jump is to the exterior
of the interval [0, L] and at some later time the process revisits [0, L]. But if the first
jump is to the exterior of [0, L] then X, behaves in accordance with the transition
laws of the random walk S,, until the next visit to [0, L], since the scattering sites are
all contained in [0, K] C [0, L]. Consequently, conditional on the location of the state
X1, the time until the first revisit is identical in law to 1 + T'(¢) for the appropriate
integer i, where T'(¢) is the stopping time introduced in (36). Since it is impossible
for X,, to make a negative jump of size more than M, it is clear that if L —y > M
then

Hwy(s) = q(wa y)S. (46)
On the other hand, if L —y < M then
Huy(s) = q(w,y)s + Y. q(w,u)sfu-r,-y41(s)- (47)
u=L+1

Unfortunately, the sum in (47) has infinitely many terms, so we may not imme-
diately deduce that the functions H,, have the same singularities as do f;;. But
recall that the functions f;; are determined by the matrix F(s) in (40). This suggests
grouping the terms in (47) in blocks of M to obtain a matrix power series relation
for Hyy(s): setting j = L — y + 1, we obtain

o M
Huy(s) = q(w,y)s+ > Z q(w, L +nM —i+1)(F(s)"),;- (48)

n=1 =1

This exhibits H,,(s) as an entry in a (sum of) matrix-valued power series. Now
recall that if 3~ xp; > 0 then by Prop. 3.7 || F(R)|| < 1, so for any |s| < R the matrix
F(s) is (strictly) inside the “circle” of convergence of each of the matrix power series

o 19(w, L+nM —i+1)F™ (because this series converges absolutely for any matrix
satisfying || F|| < 1). Similarly, if 3 zp, = 0 then by Prop. 3.7, ||[F(R)| = 1, and
again for any |s| < R the matrix F(s) is (strictly) inside the “circle” of convergence
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of each of the matrix power series ¥, q(w, L + nM — ¢ + 1)F™ (because by the
hypotheses of Theorem 1 there is a t > 1 such that each of the matrix power series

*  g(w,L4+nM —i+1)F" converges absolutely for any matrix satisfying 7| £ ).
In either case it follows that the only singularities of H,, in |s| < R are singularities
of F, and therefore, by Corollary 3.6, s = R is the only possible singularity. In either
case it follows from Lemma 4.1 that H,,(s) either is regular (analytic) or has a branch
point of order 2 at s = R, since by Corollary 3.6 F(s) has a branch point of order 2
at s=R.

To see that s = R is in fact a branch point of order 2, consider again the relation
(47). By (40) and (41) the series converges uniformly and absolutely for s in any
compact subset of |s| < R, and so the derivative may be computed by summing
the derivatives of the terms in (47). Each of the coefficients g(w,u) in the series is
nonnegative, and at least one is strictly positive. Each of the functions f;;(s) has a
power series with nonnegative coefficients, and each has a branch point of order 2
at s = R, so f;(s) — oo as s — R. It follows that the same is true for Hyy: the
derivative — oo as s — R, so s = R cannot be a regular point of H,,. O

Proposition 4.4 Suppose that 3" zp, > 0. Then the radius of convergence of the
Green’s function Ggy(s) is R = 1/¢(t.). There are no singularities of Ggy(s) on
the circle of convergence except s = R, and this is a branch point of order 2. In a
neghborhood of s = R,

Gay(s) = Asy(s)V R — 5 + Buy(s) (49)

where Agy(s), Bsy(s) are analytic and satisfy Byy(R) > 0 and Azy(R) < 0.

Proof: Let s. be the radius of convergence of G,,. Since G, is defined by a power
series with nonnegative coefficients, there can be no singularities in the disk 0 < |s| <
3«. Moreover, s = s, is itself a singularity.

For each s € (0, R) the matrix H(s) is a Perron-Frobenius matrix (i.e., a non-
negative matrix for which some positive power has strictly positive entries). This
follows from our standing hypotheses that the Markov chain X, is aperiodic and ir-
reducible. Furthermore, the entries of H(s) are increasing and continuous in s, so the
lead eigenvalue A(s) = ||H(s)| is a continuous, increasing function. Suppose that for
some s € (0, R), M(s) = 1; if s < s, then by (15) limys Ggy(s') = oo, since H(s') is
aperiodic and irreducible. But this would contradict Proposition 2.3. Thus, we may
conclude that A(s) < 1 for every s € (0, R) satisfying s < s..

By Proposition 4.3, the matrix-valued function H(s) has no singularities in the
disk |s| < R or on the circle |s| = R other than s = R. Since ||[H(s)|| < ||H(|s])]] for
all s satisfying |s| < R and s # |s|, it now follows from the preceding paragraph that
(Z — H(s))™! has no singularities in the disk |s| < R nor on the circle |s| = R other
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than perhaps s = R. By (15), the Green’s function Ggy(s) can have no singularities
in |s| < R other than s = R. This proves that s. > R.
To prove that s, = R it suffices to show that R is a singularity of Gy. Equation
(15) implies that
G(s) = > H(s) us.
n=0
Since ||H(R)|| < 1 and since H(s) has nonnegative entries with at least some satisfying
H},(s) — oo as s T R, it follows by an argument similar to that used in the proof of
Proposition 4.3 that G’(s) — oo as s 1 R. Hence, R must be a singularity.

Finally, s = R is a branch point of order 2 by Lemma 4.1, since by the above
arguments ||H(R)|| < 1 and by Proposition 4.3 s = R is a branch point of order 2
of H(s). That Az, (R) < 0 and B,,(R) > 0 follow because Gy(s) is an increasing,
positive function of s € (0, R]. o

Proposition 4.5 Suppose that Y zp, = 0 and that there exists a t > 1 such that for
every © € Zy, Yyez, 9(z,y)tY < oo. Then the radius of convergence of the Green’s
function(s) Gyy(s) is R = 1. There are no singularities on the circle |s| = 1 except
s =1, and in a neighborhood of s =1,

Azy(s)
JT—s

where Agy(3), Bey(s) are analytic and satisfy Azy(1) < 0.

Guy(s) = + Bzy(s) (50)

Proof: The same argument as in the proof of the previous proposition shows that
the radius of convergence is at least 1 and that there is no singularity on the circle
|s| = 1 except possibly s = 1. We must show that s =1 is actually a singularity, and
that G, has the form (50) in a neighborhood of 1.

Recall that for each s € (0,1) the matrix H(s) is a Perron-Frobenius matrix. By
the Perron-Frobenius theorem, the lead eigenvalue has one-dimensional left and right
eigenspaces, and the basis vectors may be chosen to have strictly positive entries.
Let A(s) be the lead eigenvalue, and let v(s),w(s) be the positive right and left
eigenvectors satisfying w(s)'v(s) = 1 and Y ; w;(s) = 1. The functions A, v, and
w are all continuous, in fact analytic, functions of s, with order 2 branch points
(possibly degenerate) at s = 1, by Lemma 4.2 and Proposition 4.3. The nonzero
entries of H(s) are increasing functions of s € (0, 1], so the lead eigenvalue A(s) is an
increasing function of s.

The assumption Y zp, = 0 implies that X,, is a recurrent Markov chain, because
whenever X,, > K the transitions are those of a mean zero random walk on the
integers. Consequently, for any integer w € [0, L], the time of first return to the
interval [0, L] is finite with probability 1. Therefore, for any such w,

Z Hwy(l) =1

y€lo,L)]
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(recall the definition (13) of Hyy). Thus, the matrix H(1) is a stochastic matrix,
and the lead eigenvalue A(1) = 1. Since u, is a probability vector, it follows that
limp—oo H(1)"uz = (W(1)*us)v(L) has positive entries. Hence, by the continuity of
A(s),
(Z —H(s))™ Z H(s) ug — 00
n=0

as s T 1. This proves that s = 1 is a singularity of the Green’s functions Gq,(s), and
that G, (1) = o0

Define a new matrix-valued function R(s) = H(s) — A(s)v(s)w’(s); this is well-
defined for s in a neighborhood of the segment [0, 1], since the eigenvalue and eigenvec-
tors extend analytically (by regular perturbation theory). Since the lead eigenvalue
A(s) is isolated and of multiplicity one, the spectral radii of the matrices R(s) are
bounded above by 1 — ¢ for some ¢ > 0 independent of s in a neighborhood of
[0,1]. Moreover, by Lemma 4.2 the functions A, w, and v have order 2 branch points
at s = 1, so the same is true of R(s). Thus, the result of Lemma 4.1 applies to
(Z — R(s))™": in particular, (Z — R(s))™" is finite and has a branch point of order 2
at s = 1. Consequently, since H(s)" = A(s)"v(s)w(s)" + R(s)" for all s,

G(s) = (ZT-H(s)™
(1= X(s))7H(w(s)'uz)v(s) + (T = R(s)) ™"

This shows that the Green’s function has the form (50). m]

Proof of Theorem 1: Theorem 1 is an immediate consequence of Propositions
4.4 and 4.5, by Darboux’s theorem.

References

[1] A. Beardon. (1988) Geometry of Discrete Groups. Springer-Verlag, New York.

[2] E. Bender. (1974) Asymptotic methods in enumeration. SIAM Review 16, 485-
513.

[3] P. Bougerol. (1983) Theoreme centrale limite local sur certains groupes des Lie.
Ann. Sci. Ecole Normale Sup. Ser.4 14 (1981), 403-432.

[4] W. Feller. (1971) An Introduction to Probability and its Applications II, 2nd ed.
Wiley & Sons, New York.

[5] S. Lang. (1971) Algebra. Addison-Wesley, Reading.

[6] M. Reed & B. Simon. (1978) Methods of Mathematical Physics IV. Academic
Press, New York.

22



[7] S. Sawyer. (1978) Isotropic random walks on a tree. Zeit. Warsch. 42, 279-292.
[8] F. Spitzer. (1976) Principles of Random Walk. Springer-Verlag, New York.

23



