A Remark on Stochastic Differential
Equations with Markov Solutions

by
Jean Jacod Philip Protter*
Laboratoire de Probabilités . Purdue University
Université de Paris VI Department of Mathematics
4, place Jussieu and Statistics
75230 Paris 05 West Lafayette, IN 47907

FRANCE
Technical Report # 90-50

Department of Statistics
Purdue University

September, 1990

*Supported in part by NSF grant DMS-8805595.

A



A REMARK ON STOCHASTIC DIFFERENTIAL
EQUATIONS WITH MARKOV SOLUTIONS

by
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ABSTRACT

When the solution of a stochastic differential equation is Markov, one can deduce that
the driving semimartingale has independent increments.



Let Z be a semimartingale on a filtered Probability space (2, F,(F¢)t>0, P), and f a

Borel function such that the equation
(1) dXt == f(Xt_)dZt,Xo = .X

has for each z, a unique strong solution. It is then well known (cf. [2] or [3]) that if Z
is a Lévy process (i.e., Z has independent and stationary increments), then the processes
X7 are time-homogeneous Markov processes, with a transition semigroup that does not
depend on z.

This well-known fact has a somewhat surprising converse, which has a simple proof:

Theorem 1. Suppose f is never zero. If the processes X* are homogeneous Markov with
the same transition semigroup for all z, then Z is a Lévy process.
Proof: Let ' be the path space of right continuous functions with left limits (cadlag) on
[0, 00), and let X' be the canonical process, (F;):;>¢ its canonical filtration, and 6; be the
semigroup of shift operators. If P] denotes the law of X*, then our hypotheses imply that
(&, (Ft)t>o00 (64)e>0, X', P;) is a Dynkin realization of a Markov process, as in the books
of Blumenthal and Getoor [1] or Sharpe [4].

Since f is never zero, we can write from (1),
t
@) Zi=Zo + / A(XZ ) 1dXe.
0

Thus we have the existence on (', P}) of the stochastic integral

t

3) zi= [ fex ) ax,
0

and moreover:

4) the law of Z' under P} is the law of the process Z — Z,.

On the other hand, Z' is an additive functional (see [2]). For each positive Borel
function g, the Markov property together with (4) implies

E{9(Zirs — 20|73} = Ez{9(Z,) 0 6|3}
= Ex{9(2,)} = E{9(Z. — Zo)}.
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Therefore Z;,, — Z; is P,-independent of F}, hence also independent of Z], all r < ¢.
Moreover, the law of Z;,, — Z{ under P, is the same as the law of Z, — Z;. Applying (4)
again yields the result. A

Remark: Consider the case where f is identically one. Then (1) becomes
(5) X =z+2Z:— 2,

and Theorem 1 states that if X* are all homogeneous Markov with the same semigroup,
then Z (and hence also X?®) are Lévy processes. This would appear to imply that all
homogeneous Markov processes are Lévy processes! The subtle hypothesis involved here

is that (5) can be rewritten

XZ=XE+ Zi— Zo

and then by hypothesis the law of Z does not depend on X§ = z; the only homogeneous
Markov processes X such that X;— X, has a law independent of Xy are the Lévy processes.

One can do a little more along the same lines; indeed the next result is even more
elementary. Suppose (£2,F) is equipped with a family P, of probabilities under which
Z is a semimartingale with P,(Zy = z) = 1. If Z is homogeneous Markov for each P,,
with transition probabilities independent of z, it is well known (e.g., [2] or [3]) that the
vector process (Z,X*), with X* given by (1), is homogeneous Markov with transition
probabilities independent of (z,z). The following is a converse:
Theorem 2: If under each P, and for each z the vector process (Z, X*) is homogeneous
Markov with transition probabilities independent of (z,z), then the process Z is itself
homogeneous Markov under each P, (with transition probabilities independent of z).
Proof: Let (Q¢)i>0 be the transition semigroup of (Z, X*). Then Q¢(z,z; AXR) = P,(Z; €
A|Zy = z and X§ = ) = P,(Z; € A), whereas Q¢(z,z; A X R) = Ry(z, A) does not depend
on z. It is then immediate that Z itself is homogeneous Markov with transitions (R;):>o.
O

Note that Theorem 2 does not really use equation (1), and hence there is no hypothesis
on f! We use only the fact that the probabilities P, do not depend on z. Thus, a bit
paradoxically, Theorem 2 is more elementary than Theorem 1 (which is however false

without some hypothesis on f: consider the case where f is identically zero).
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Special Note: This article also has a version in French which has been submitted for

publication in the Séminaire de Probabilités.



