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ABSTRACT

The jackknife estimator of the asymptotic variance of a two sample linear rank statistic is
shown to be strongly consistent. Statistical applications of the result are discussed. The tech-
nique used in proving the consistency of the jackknife variance estimator can be applied to

general situations.
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1. Introduction and the main result

Consider the following test problem concerning two (not necessarily continuous) popula-

tion distributions F and G :
Ho: F=G vs. Hj: F#G. (1.D

Let { X4,...X,, } and { ¥4,....,Y,, } be independent samples from F and G, respectively. For
simplicity, we assume that m=n. The results obtained in the following can be extended to the
case n/m—\, 0<A<1, with some modifications. The statistic for the test problem (1.1) is the
following two-sample simple linear rank statistic (see, e.g., Hijek and Siddk, 1967; Huber,
1981):

S(F,.G,) = JJLF, ()46, ()1AF, (%), (1.2)

where F, and G, are empirical distribution functions corresponding to the samples
{ X15.X, } and {Y,,.Y, }, respectively, and J is a score function satisfying
J(1-t) =-J (), t[0,1]. Let H ='LF+'/2G and H, ='2F,+/G,. S(F,,G,) can be used as
a point estimator of the QUantity

S(F.G) = [J[HE)AF ().
We assume that S (F,G) = 0 under the null hypothesis Hy (which is satisfied if F is symmetric

or F is continuous). Thus, we reject Hy if 1S (F,,,G,,)!| is large.

An asymptotic analysis of the sampling distribution of S(F,,G,) is needed for obtaining
the critical value for the test problem (1.1) and for calculating the power of the test procedure.
Chernoff and Savage (1958) showed that under certain conditions (see also Héjek and Siddk,
1967, pp.233-237), 2n)"[S (F,,,G,,)~S (F ,G)] converges in distribution to N (0, 62) with

0% = Var,0(X ) + Var (¥ ), (1.3)
where

000) = Yol 'TH ) ey y=F OIIAF () + JTH (0] = [T1H @ )1F ()

(1.4)
(&) = T TH 0 (reyy=C 0)IAF ),

I, is the indicator function of the set A and J’ is the derivative of J. Note that o(x) and y(x)

in (1.4) are influence functions of S(F,G) by using a statistical functional approach (see



Hampel, 1974; Huber, 1981).

Suppose that we have a consistent estimator s2 of o2 given in (1.3), ie., sZ > 0% a.s.

Then
@n)"S(F,.G,) - S(F,G)l/s — N(,1) in distribution.
Hence a test procedure with approximate level a (0<o</2) coﬁcludes H,if
@n)*18(F,,GH)Vs > & (1-0/2), (1.5)
where @ is the distribution function of N(0,1). (1.5) gives the critical region of the test for
(L.1). ’

In this note we prove that an estimator of 6% obtained by using the jackknife method
(Tukey, 1958) is strongly consistent and therefore can be used in the above test procedure.

For i=l,...,n, let F,; and G,; be the empirical distribution functions corresponding to the
samples  { X1,...X;_1,X;,1,...X, }  and  { Yy...Y;1.Yq..Y, },  respectively, and
H,; =1/2F,; +'/G,;. Let S(F,;,G,;) be defined as in (1.2) with F,, and G, replaced by F,;
and G,;. The jackknife estimator of o is defined to be

5§ = =D [SFp.Gri) = S Fr .G

We shall assume the following condition.

Condition A. J’is continuous on [0,1] and IIJ’ly, is finite, where Il Il is the total variation
norm (see Natanson, 1961).

Note that J” satisfies J’(1-z) = J’(¢) for te[0,1]. Hence the condition IIJ’ll}, < oo is
satisfied if J” is monotone on [0,'2]. If J” exists, then IJ’Ily, = fol IJ”(¢)1dt and therefore
IJ7lly, < eo if J” is integrable. An example of J satisfying condition A is J(z) = =12
(corresponding to Wilcoxon statistic).

The following is our main result.

Theorem. Assume condition A. Then the jackknife estimator is strongly consistent, i.e.,

s? = 6% as.



2. Proof of the theorem

Let ¢, (x) and v, (x) be defined as in (1.4) with F, G and H replaced by F,, G, and H,,

respectively. We prove the following result first.

Lemma. Assume condition A. Then
o, —¢ll.—>0 as. and Hy, —yl,.—>0 as., (3.1

where I I, is the sup norm.

Proof. Under condition A, IJ’ll, < e. From IF,-F I, — 0and IG,-G ., — 0 as.,
JH, )] -JHE]I <IN, IH, -Hl_,—0 as.

and

J1T T, )] = TIHGOVAF, () € 170 IH, —H . = 0 a.s.

From the strong law of large numbers (SLLN),
IJ[H(x)]d[Fn x)»-Fx)] >0 as.

I_—Ience

NT[H,1-JT[H, ()AF, () — JTH T [H 0)IdF )l — 0 aus.
For the first assertion in (3.1), it remains to show that
up . | 7 TH, O ey Fn OIAF, ) = [T TH O ey F 0AF 01 = 0 as. (32)
The quantity in (3.2) is bounded by
|77, I 0)~F, 0)1AF, 01 + sup 1 [1TH 0 )] ezyy=F ()IALE, (0 )F )]
+ sup | [(TH, 0)1=I TH O I ey y=F 5)IAF, () 1. -

The first term in (3.3) is bounded by WJ'I_ IF,—F I, — 0 a.s. The third term in (3.3) is
bounded by IIJ'[H,]— J'[H],,, which — 0 a.s. since J’ is continuous on [0,1]. From the
SLLN, IJ ‘TH®)IF )d[F,®)-F(y)] = 0 a.s. Hence (3.2) follows from

Sup ¢ | T TH 0 )W 1y dlF, 0)-F )11 = 0 as. (3.4)

Let,.(y) = I(xsy) and g,(y) = J'[H(¥)I,(y). From Natanson (1961, p.232),
IIJ’[H(y)]I(xsy)d[Fn(y)—F(y)]l <llg Iy IF,=F 1.



Note that lig, ly, < Wy DL 0+ DTN MLy, < 071y + W71, Hence (3.4) holds and

the first assertion follows. The proof of the second assertion is similar, O

Proof of Theorem. Let
Vi = [000)dIF; 0)-F, ()] + fya)d[Gi (0)-G, )],
Upi = J100 G)~0G)IALF s 6)F, 0] + [T G)=wCOIAIGi (1)-G (1)1,
Wi = [0 THys Q)1 [H, GO AF s () — [7TH, CONH, 6)—H,, ()1AF,, ()
andR,; =U,; + W,;. Then
S(FuisGri) = S(Fy,Gp) = Vi + Ry
and therefore
57 = (-DIL (VE + R +2V,Ry).
Let& = 0X;), §; =w(¥;), E=n7'3r & and T = nT'3" §;. Then
(=X Vi = =D [-DTE 8 - 8P+ I [0-D7'E, G - T
L Y (GRS Vo YIRS (GRS Vi YA Sl |
= (=17'ER GE + (-DTER (G0 + 2(e-1)7T R GBI,

which converges a.s. to 02 according to the SLLN. From Cauchy-Schwarz inequality, it

remains to show that
(n-DY* RE -0 as.,

which is implied by

max;c, | Uy, | =o(™) as. - (3.5)
and

max;c, IW,; 1 =o(™) as. (3.6)
Since -

110 G)~0GNALF (6 )~F (11 = (1-1)710(X;) — 0, (X;) — nT Y O0X;)!
<(m-1)"1¢, — ol + [n(r=D]? I &l

max; <, | [[0, (6 )-0G)IAIF,; 6)-F, ()11 = oY) as. follows from 1d, —oll_ — 0 as.

(Lemma) and n_lzi"zlﬁi — 0 a.s. (SLLN). Similarly, we can prove that



max;, | [y, G)-vGIA[Gyy ()G, ()11 = 0(r”™Y) as.
Hence (3.5) holds. From the continuity of J” and 1H,; — H, i, < n7},

max;e, | [{J [Hy; GO [H, ()] = J'(Hy (I H, (6)-H, ONAF, ()] = 0 (n™) as.
Then (3.6) follows from
maX; gy | (I [Hys 1T [H, GO AIF 0)-F, (0] = 0(n™)) as. 37)
Again from the continuity of J’, (3.7) follows from
max; g, | [T TH, COIH ;00 )—H,, ()IALE ()—F (O = 0 (n™Y) as. (3.8)

Note that
l.[J,[Hn(x)][Hni(x)_Hn(x)]d[Fni(x)—Fn(x)]l < ”Fm' - Fn. ”oo”-]’[Hn][Hni_Hn].”V
< 0" W IH [ Hy=H, 1y < n7YUT Wy WH—H I+ 070 N H =, ).

Since Fp; (0)~F, () = (n=1)"'[F, 0 )-Ix,(»)], where Iy, (y) = I x.<,)»
IFy; —Fully = (a=1)7HIF, — Iy lly < (a=17UEF, Iy + g lly) = 2(-1)"1,

Similarly, I1G,; — G, lly <2(n—1)"! and therefore IH,; — H, Il <2(n—1)"Y. Hence (3.8)

holds. This proves the theorem. U

3. Comments

In some situations (e.g., F is continuous), the variance of S(F,,G,) under the null
hypothesis Hg can be calculated using theory of rank statistics (see Héjek and Siddk, 1967).
Hence the critical region of the test procedure for (1.1) can be constructed by using
s = 2n)Var[S (F,.G,)Hgl, provided (2n)Var[S (F,,G,)Hy] — o2 In these situations, the
jackknife just gives an alternative method. Computing the jackknife estimator is routine and
simple and does not require a theoretical derivation of Var[S(F,,G,)|H]. Furthermore, the
consistency of the jackknife estimator holds under both null and alternative hypotheses and
therefore the jackknife may provide other statistical analysis procedures in some situations.
For example, suppose that under the alternative H;, G (x) = gF + pF 2 (see Serfling, 1980,
p.293), where p may or may not be known, O<p <1 and ¢g=1—p. Suppose also that F is con-

tinuous. Then



1
S(F.,G)= JOJ[z—p t—12)]ds.
Denote this quantity by g (p). Then the power of the test at p = p, is approximately
1 — O[O (1-0v2)-n g (p /s ;1 + B[O a/2)—n"g (/s 1.

Assume that J is strictly increasing. Then g (p) is strictly decreasing in p. If p is unknown,
an approximate 100(1—a)% confidence interval for p has limits

g S (F,.G,) £ @7 (1-0/2)n s, .

Finally, the technique used in the proof of the consistency of jackknife estimator can be
applied to general situations where S(F,G) is a functional with inference functions satisfying

(3.1).
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