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Abstract. This paper deals with the derivation of subset selection
rules which locally maximize the probability of a correct selection
among all invariant subset selection rules satisfying the basic
condition that the probability of a correct selection is at least
equal to a specified value P*. Based on the ranks under the joint
type II censoring, a locally optimal subset selection rule is derived.
The property of local monotonicity related to this selection rule is
also studied.
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1. Introduction

Let TpseeesTy be k (> 2) independent populations where ms has the
associated distribution function F(x, ei) and density f(x, ei) with the
unknown parameter 6. belonging to an interval (a, b) of the real Tine.

Our goal is to select a subset (preferably small in size) of the k popula-
tions Tpseses T that will contain the best (suitably defined) among them.

In practice, it sometimes happens that the actual values of the
random variables can only be observed under great cost, or not at all,
while their ordering is readily observable. This occurs for instance in
life-testing when one only observes the order in which the parts under
investigation fail without being able to record the actual time of failure.
In problems of this type, one may desire to investigate decision rules based
on ranks.

In dealing with the goal specified above, Gupta and McDonald [3]
studied three classes of subset selection rules based on ranks for selecting
a subset containing the best among k populations when the underlying
distributions are unknown. When the form of the underlying distribution is
known but the values of the parameter Bis i=1,...,k, are unknown, Gupta,
Huang and Nagel [2] studied some locally optimal subset selection rules
based on ranks. The latter study leads to the conclusion that the class
of subset selection rules R3 of Gupta and McDonald [3] is locally optimal in
some sense. Huang and Panchapakesan [5] also studied the problem of deriving
some subset selection rules, based on ranks, which are locally optimal in the
sense that the rules have the property of strong monotonicity. A1l the
studies mentioned above only considered the situation where the ranks are
completely observed. |

We now consider a problem as follows: Suppose that there are k different
devices and we want to select the best among them. From each kind of device,
say m., N prototypes are taken for experiment and the N = kn prototypes
are simultaneously put on a life test. Due to design reasoning or cost
consideration, the experiment terminates as soon as the first r failures
among the N devices are observed for some predetermined value r, where
1 < r < N. Based on these r observations, we want to ascertain which device



is associated with the Targest (expected) 1ifetime. Since we are only
concerned with the first r failures, no matter what devices,we call this
censoring scheme as a joint type II censoring.

In the case of hypothesis testing, locally most powerfully rank tests
(LMPR) based on censored data have been considered in a very general setup
by Basu, Ghosh and Sen [1]. In particular, these authors have provided a
useful Temma. This Temma enables one to construct LMPR tests based on data
from various censoring schemes.

In this paper, we are interested in deriving subset selection rules
which satsify the basic P*-condition and locally maximize the probability
of a correct selection among all invariant subset selection rules based on
ranks under the joint type II censoring. We assume that the functional form
of the density function f(x,8) is known but the value of the parameter 6
is unknown. In Section 2, the problem is formulated. Following the earlier
setup of Gupta, Huang and Nagel [2], a locally optimal subset selection
rule R] is derived in Section 3. The property of local monotonicity related
to the rule R] is also discussed in Section 4.

2. Formulation of tHe problem

Let Tyseees T be k (> 2) populations and let f(x, 61) be the density
function associated with the population s for i = 1,...,k. Let
e[]] 5,..§_e[k] be the ordered parameters Bysvees ). Of course, the
correct pairing of the ordered and unordered 6, is unknown to us. The
population associated with e[k] is called the best population. In case of
a tie, one of the contenders is tagged and is called the best. Let Xij’
J=1,...,n be independent observations from s and Tet R1.j denote the
rank of Xij in the pooled sample of N (= kn) observations so that the
smallest observation has rank 1 and the Targest one has rank N.

A rank configuration is defined as an N-tuple A= (Al""’AN)’
A € {1,...,k} where Ay = Jj means that the ith smallest observation in
the pooled sample comes from TS Let £ = {é} denote the set of all rank

configurations.



Let r be a predetermined integer such that 1 < r <N. Under the
Joint type II censoring scheme, only the first r smallest observations
in the pooled sample of size N (Xij’ J=1,...,n5 i =1,...,k) are observed.
For the preassigned value r, let Cr be a function defined on £ such that

for each p = (A],...,AN) £ &, cr(é) = (A],...,Ar) = AMr). Let £, = cr(;z).

r
Hence, for each A(r) e £ s max(0, r-(k-1)n) <= jZ]I{i}(Aj) < min(r,n)
k
for each i = 1, »k, and 2 r.=r. We call %(r) a joint type II censored
i=1

rank configuration. For each Ar) e Z., define the set Z(p(r)) =
th e <[c(a) = p(r)}. Let |A| denote the number of elements in the set A.

k [N-r-c m-1
Then, [iXé(r))l = M) | where c_ = Y (n-r.), m=1,...,k and
m=1\ n-r m 4= 1
m
0 k
Y =0. Also, ; l£(a(r))| = NI/(n1)",
i=1 rQJ(Y‘ eir

For the observed censored rank configuration Alr), et oy (a(r))
denote the probability of including population s in the se1ected subset.

DEFINITION 2.1. A subset selection rule R based on the censored ranks is

a measurable mapping from £, into [0, 1]k such that

REA(M) = (ag (4(r)) ..o (a(r)).

Let P, ( ) denote the probability of including the population ™ in
the se1ected subset when 9 = (e ...,ek) are the true parameters. That is,
P.(g) = E [a (a(r))] where the expectat1on is over the set £ . Any decision
that 1nc1udes the selection of the best population is called a correct
selection (CS). The probability of a correct selection is denoted by
Pe(CSIR) when the subset selection rule R is applied.
N

Let G denote the group of permutations g of the integers 1,...,k.
We write g(1,...,k) = (g1,...,9k). Let h denote the inverse of g and



define g(e],...,ek) = (eh1""’ehk)' For each p e 2, A(r) € £, let g

V)

and g be defined by éé = (gA1,...,gAN) and ga(r) = (gA],...,gAr), respectively.

A
v
Thus, both g and g are induced from g. Let § {g} and G = {g}. It is easy
A
v

to see that Cr(gé) = g(C.(a)). Also, o e 2(p(r)) iff ga e Z(ga(r)). Hence,

l2(a(r))] = |£K§é(r))[ for each a(r) e £, and for each g e G.

DEFINITION 2.2. A subset selection rule R on i% is invariant under permutation
if and only if (a](ﬁéir)),...,ak(ﬁé(r))) = g(a1(%(r)),...,uk(%(r))) for all
Ar) e £.» 9 ¢ G and g induced from g.

Let f(x, ei) be the density function associated with population o with
the parameter 0. belonging to some interval (a, b) of the real line, where
- <a<b<w Lleto={glg = (e],...,ek)}, 2 = 18 ¢ Qle] = ... =0,
Furthermore, let the density f(x, ) have the following properties:

Condition A:
(i) f(x, 8) is absolutely continuous in & for every x;

(ii) f(x, 8) = gg-f(x, 6) exists and is continuous in 6 for every x;

(111) Tim [ |f(x, 6)]dx = [ [f(x, 6,)[dx < = holds for every 6y ¢ (a, b).
00, - -
0

Now, under the assumptions of Condition A, our goal is to derive an
invariant subset selection rule R, based on the joint type II censored
ranks, such that

(1) inf P, (CS[R) = P* where P* ¢ (i, 1) is prespecified;
'%OEQO 0

(i) Pe(CS|R) is as large as possible for all g in a neighborhood of 80 € 9p-
u
Note that for each QO £ QO’ Pe (CS|R) will be interpreted as the probability
<0
of selecting a specified population.



3. A Tocally optimal subset selection rule

For each 8 e 2, A(r) « £, let Pe(é(r)) denote the probability that
the joint type II censored rank configuration A(r) is observed under 8.
Also, let Pe(é)’ A e £, denote the probability that the complete rank
configuratign A is observed under 8. Then,

¢ =N *2 N
(3.1) PQ(%) = (n!) !w [w ... {m jE1f(xj, eAj)dx] cow dXys
and
. P = p .
(3.2) %(%(r)) Aeii%( 0 Q(Q)

Let 8o = (60,..., eo) e 95 where 0y € (a, b). By applying a
simple algebraic computation, Pe(%) can be written as follows:

n
k

- k '

(330 pg) = () Taglog) + T (3-09)Ai(4 g0 ©)]
*2 N :
where A {m {m e {m jE f(xj, eo)dx] de T Which is
independent of 89>
N o w XN X2
(3.4) Ai(%’ 807 8) = jz] {w {m {m 0(1,3,30,9,%)dx] dxy,
for each i =1 ,k, where x = (Xl’ ,xN) and
Fx:508.)-Ff(x.50,) j-1 N
_ J Jj>0
q(15358n58,%) = — T f(x_,0,) 1 f(x ,0, ).
A0 %R 2A 81 60 m=1 m’>0 m=3+1 m Am
0 N
Here, we define m =1, 1m =1 and [f(x.,e )- (x ,0 )]/(e -eo) =0
. . J
j=1 j=N+1
if ei = eo.
Let 95 € 94 and Tet || - 0|| = 1T$§kle1 O|' Thus, if g = (87,...,6,)

is in the neighborhood of 90 with 0 # e ~for all i = 1,...,k, then, under



Condition A, following an argument analogous to a theorem (page 71) of
Hajek and Sidak [4], we have

N
(3-5) Tim A(,%: ,%03 ,%) = A’.T(,%a ,%0) = Z B(eo)a

and

19
8=
for each i = 1,...,k, where
o XN *2 . N
(3.6) Bj(go) = {w [m ... {m f(xj,eo)mg] f(xm,eo)dx1 oo dXy
m#J

That is, there exists an e > 0 such that as 0 < [|g - QOII < e, A,

;{85 845 8)

is approximately equal to A?(%, go) for each i = 1,...,k.

k N
We see that jZ] Ag(%, QO) = mz1 Bm(QO) Also, under the Condition A,
N k
. . = * =
it is easy to see that mz1 Bm(go) 0. Hence, TZ1 Aj(%’ QO) 0.

LEMMA 3.1. Let § ¢ @ and Tet Pi(g) = Ee[ai(%(r))] be the probability of
including population T in the selected subset under 9 by applying an
invariant subset selection rule R. Let G(i) = {g ¢ G|gi=i}. Then,

o = 1 D L) +{Q—!]l'}wm<r),e, 0y 6(1))1as (a(r))
N ) ! N 1)1 ~ e R iR

where

Walr), 8, 84, G(1)) = () gek(i) 3
geG(i) J

)
%aﬁ(% r
d 80 = (eo,...,eo)_g -

h is the inverse of g € G(i) an



Proof: This lemma can be verified by following an argument analogous
to that of Gupta, Huang and Nagel [2]. We omit the details here.

LEMMA 3.2. Suppose that the density function f(x, 6) satisfies the
requirements of Condition A. Let G(i) = {geG|gi=i}. Then,

(éa %0) = (k-2)!(kei-U)Aﬁ(é, QO)

I ~1)

for each i = 1,...,k, for each 6 ¢ 9, 6, € Q. Where U = 8. and h is
e 0 0 J

j=1

the inverse of g ¢ G(i) and Ae L

Proof: Note that

j 1 geG (i geG(1)
j#i
k
= (k-z)!(U-ei) jzl Ag(%,go) + (k-1)!eiA§(%,Q0)
j#i
= (k-Z)!(kei-U)A?(%,QO)

where the first and the last inequalities are due to the fact that
k

A*.(pA,0,) = 0. This completes the proof of Lemma 3.2.
1 Jja’A0

J

THEOREM 3.1. Let 8 e @ be any point in the neighborhood of 80 € %
Let Pi( ) = Ee[“i(é(r))] be the probability of including population ™

0
4V
in the select&d subset under 8 by applying an invariant subset selection

rule R. Then, under Condition A, for each i = 1,2,...,k,

(ke -U)N!
(3.7) P:(8) ~ E, {[1 + — = T¥(a(r), 8g)la

1 (a1,
A0

i

where the expectation is taken over the set £ and



*
(3.8) T A%(8> 8g)-

Pl
o>
P
-
o
»
oD
o
o
l
&
o>
pw— }
=
o> ~1

pe2(5(r)
Proof: Note that ||g-g,l| = |[g8-g,|| for all g e 6. Then, by Condition A
and (3.5), we can choose ¢ > 0 so small that as l|g—g0|| < €,

Ai(%’ 80° g9) ~ A?(é, QO) for all g ¢ G and so (ehj'eo)Ai(%’ 80 g8) ~

(ehj—eo)Aﬁ(%, QO) for all g € G where h is the inverse of g. Thus, if
[[9-8]] < e, we have

k

0, - s ’ ’
sebii) iy Chimfylhe fo- 90)

) § (85 89)

(3.9) ~ (6, .=0.)A%(A, 6.
ge(i) 351 - M 0TI

= (k’z)!(kei'U)Aﬁ(%sgo)

where the last equality is due to Lemma 3.2. Then, from Lemma 3.7,
(3.9), and a straightforward computation, the proof follows.

Now, define subset selection rule R1 as follows:

1 if TE(a(r), g84) > clgg)s
(3.10) ai(a(r)) =4elgy)  if TH(a(r), g4) = c(gy)s
0 it Ta(r), gg) < c(gg)s

where the constants C(QO) and p(go), (0 f_p(%o) < 1), depend on the
parameter 99> and can be determined by

(3.11) PQO{T?(%(r), QO) > c(go)} + p(QO)PQ {TT(%(r), 8

0
We then have the following theorem.

THEOREM 3.2. Suppose that the density function f(x,8) satisfies
Condition A. Then, the subset selection rule R1 maximizes Pe(CS|R) in a
neighborhood of 80 € %p»> among all invariant subset selectiof rules, based on

the joint type II censored ranks, satisfying inf Pe(CSIR) = p*,
0eQ 4o
0
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Proof: Without loss of generality, we assume that T is the best population.
Then by Theorem 3.1, for any 9 eq 1ina neighborhood of 20 € QO’

P(CS|R) = P

"]

K (8)

(kek-U)N!

Q

Since ke, -U = ) (ek-ej) > 0, then by Neyman-Pearson lemma, we conclude

this theorem.

4, Locally strong monotonicity of the subset selection rule R1

Let R be a subset selection rule and Pi(g) be the associated probability
of including population s in the selected subset for each i = 1,...,k, when
8 1is the true parameter. By the definition of Pi(g),

(4.1) P.(g) = ) ) P (M) a.(a(r))
TV (e, |pela(r)) ) T
where Pe(%) is defined in (3.1).
ny
BPQ(%)
For each 80 € %o under Condition A, Yru exists and is equal
J 18780
to (n!)kAg(%, QO) for each j = 1,...,k. Therefore, for each j = 1,...,k,
(1) i CI L) I A, g es(a(r))
. = {n: A, O o, (Alr

DEFINITION 4.1. A subset selection rule R is locally strongly monotone at
aP.(8) aP.(8)
86,

> 0 and
20 J

point 80 € 24 if for each i = 1,...,k, i

)
4"

for all j # 1.
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The following lemmas are needed for deriving the locally strong
monotonicity of the subset selection rule R].

LEMMA 4.1. Let g e G and g « G, where g is induced from g. Then, for any
A e, %(r) e £ i=1,...,k, we have

Proof: From (3.5), we have

N N
* = = .
M go) = L Bylee) = L By(Ro)
Aj—1 gAj—g1
N -
- jz] B5(20) = AGi(92s Qo)
(94) =91

From (3.5), (3.8) and (3.10), we see that for the subset selection

rule Ry, “1(%(r)) depends on A(r) only through whether A, = i or not for

each j = 1,...,r. Now, according to the value of ai(%(r)), the set £,

Ca

can be partitioned into three classes, say, £, = £(0) ;(1)Uii(p(go))

=

where ii(B) = {p(r) e £ |a;(a(r)) = 8} for g = 0, 1 or o(gg).

LEMMA 4.2. Let g e G(i) and g G, where g is induced from g. Then

a(ii(B)) = ii(s) for B =0, 10rp(g).

Proof: For g ¢ G(i), g does not change the position of index i; thus,

for each %(r) AP “1(3%(”)) = ui(%(r)). Therefore, for each 8 = 0, 1 or

NE E(ii(s))c:ii(s). A}so,lg&ﬁr) = .. Thus, if E(iﬁ(eY);:ii(e)\for some

B, we then have E(Q;Jg:i% which is a contradiction. Therefore,

o(®

g(ii(s)) = ii(s) for each 8 = 0, 1 or o(gy).
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LEMMA 4.3. For each fixed i andm # i, J # i, we have

) Lo A%, 00) |as(alr)
A(r)e:z"(s)[%&‘g(%(r)) ! 0] e
v r

for g =0, 1or p(go).

Proof: Let g e G(i) with gj = m. Then,

, Lo AE(as go) | e (a(r)
%(Y‘)&{;(B) l:r%&:@(’%(r)) J 0] 1

=B ) N A% . (gps 80 ] (by Lemma 4.1)
plr)et, (8) [%E‘{(%( .

=B 2 ‘ Z A* r%, 80 ]
Alr)eg)(8) [AE‘J‘(A( '

=B ) ) A*(%, g ) (by Lemma 4.2).
a(r)es!(g) [%&’dé(‘“)) m ]

This completes the proof of Lemma 4.3.

From (4.2) and Lemma 4.3, we can see that for each fixed i,
P.(8)

J

aP.(Q)

(4.3) 1

Ty . for m# i, jJ# 1.

8780 m

THEOREM 4.1. Suppose that the density function f(x,e) satisfies
Condition A. Then, the subset selection rule R1 is Tocally strongly

monotone at each QO £ QO'

k
Proof: By (4.3) and the fact that jZ1A§(é, QO) = 0, for each m # 1,



8o €

(4.4)

13

3P, (8) 7 E 3P, ()
38 k-1 . 90 .
m [8=0 =1 J le=8
A0 44 A A0
k k
- I
= = Ax(p,0, s (a(r))
k-1 alr)es, | pe(a(r)) =1 A B
J#i
=13
T 7 k-1 396, P1(Q) _
L R0
Therefore, it suffices to prove that 5%—-Pi(g) > 0 for each
i

6=0
& A0
Q. Now, by (3.5), (3.8) and a straightforward computation,

%(r)zi%liié(r))lTﬁ(é(r), 8)

]
©~1
©~1

loe)
[}
"
Pogen)
o
-
Lo |
—~
—
-
Cam ]
>
(]
o

I

N

since Bj(QO) = 0 under Condition A.

j=1
aP.(e)

Then, by (3.10), (4.2) and (4.4), we see that —="

T 18580

> 0. Hence,

the subset selection rule R1 is locally strongly monotone at each 80 € %-
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