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SUMMARY —-

The estimation problem of a linear function, & + b 02, of mormal
parameters £ and 02, is considered. The inadmissibility for quadratic loss of

natural estimator of this function is proved for any real constant b, b # 0.
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1. Introduction and Summary.

v -

Let X],e+.,Xp, 0 > 2 be a random sample from a normal distribufion with
mean & and variance 62. We consider the statistical estimation problem of a
linear function 6 = & + D 02 where b is a given constant. Ifb=1/2,
exp (0) is the expected value of a lognormal random variable._ Thg estimation

problem for the means of transformed normal variables has been studied by many
, authors (see Neyman and Scott (1960), Hoyle (1968), Shimizu and Iwase (1981),

Shimizu (1983)). Uniformly most accurate unbiased confidence intervals for 6,
as above, have been obtained by Land (1971) (see also sequel papers of Johnson,

Joshi and Land (1973) and Joshi (1974)).
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In this paper we are concerned with point estimation of .9 under quadratic

n n
loss. 1f X =1Z xi/n and Y2= b (xi— X)z, then (X,Y) is a version of complete
1 1 ¢

sufficient statistic, and the unbiased estimator 8g(X,Y) of © has the form
5 (X,Y) =X +Db Y2/(n-1).

However for b # 0 this estimator can be improved upon very easily. Indeed the
risk function of a procedure X + ¢ b ¥, for any c, because of independence of X

R,

and Y has the form

-

E(X + ¢ b Y2-8)2 = E(X-£)% + b2E(cY2 - ¢2)2 ,
so that the optimal choice of c is
¢ = co = Eg1 Y2/(Eg1¥*) = (@ + D71 .

Thus we shall investigate the admissibility of the estimator -

§1(X,Y) =X + b Y2/(n + 1).



This estimator can be shown to be minimax if one rescales the loss function by“
the risk of 8, i.e. if L1(8,6) = (8 - §)2/E(81- 8)2. The admissibility

question for procedure similar to &; (the best equivariant estimator) as an
estimator of linear fuﬁctidn of mean and standard deviation, £ + bo, has been
investigated by Zidek (1971), who established its inadmissi?ility_for b # 0 (see
also Rukhin (1983)). The inadmissibility of the best equivarianf estimator of ¢
is also known (see Stein (1964), Brown (1968), Brewster an@ Zidek (1974),
Strawderman (19742)T In view of thesé results the inadmissibility of 61 as

an estimator of 6 does not seem to be surprising. However_the direct proof

of this fact is not easy. For instance, the estimator §+b6(X,Y) where 6 is

-

“‘improved estimator of 02, typically does not_improve‘upon.éé. (This fact is

due to the correlation between X and §(X,Y)). Thus we proveﬁfﬂe inadmissibility
of 60 by using essentially Stein's necéésary condition foE admissibility

(see Stein (1955), Farrell (1968)). 1In the proéf we discover that 60 is
generalized Bayes procedure not only with respect to the "uniform" prior but
also against many other prior distributions densitiés of which are related to
the heat equation. However, basically the same priors have the inadmissible

estimator of 02, Y2/(n+l) as the Bayes one, and 60 cannot be admissible as an

- .

estimator of 0.

In Section 2 of this paper we investigate the form of generalized Bayes
estimators of e.and give a heuristic argument for the inadmissibility. This
argument is made rigorous in_Section 3 where the inadmissibility of 61 is

established.

2. Generalized Bayes Estimators of 6.
In this Section we obtain a convenient expression for the generalized Bayes

estimator of 6. For our purpose quadratic loss function of the form -

L (E,0;8) = (8 - 0)2/g%



turns out to be more suitable than ordinary quadratic loss.
Let A(£,0) be a density of a (generalized) prior distribution over-\
@ = {(§,0), 0 > 0} with respect to uniform (right Haar) measure d& do/o. (The

latter choice is motivated mainly by tradition). The Bayes estimator Sg(x,y)

-’
—

has the form

§p(x,y) = [ | [£ + bo?10 ®p((x-£)/0,y/0)A(E,0)dE do/c
_ooO

/] | o Cp(x=E)/0, y/0) A(E,0)dE do/o .
_oo() i} )
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‘Here for positive y and real x

p(x,y) =‘C yn"2 exp{- nx2/2 - y2/2l,

where C is the normalizing constant, is the density of the joint distribution of

(X.Y) when £ = 0, 0 = 1.

Assuming that the following integrations by parts are legitimate one

obtains
[Ex) exp{ - n(x-£)%/20}nde
= o'n exp(- n(x-£)%/20%) rgde,
f(g—x)z exp{ - n(x—g)z/'ZUZ}Adg
= czn'lfexp{- n(X%EJZ/Zcz}[A + czn_lxgg]dg

and -

2 2
O+ nx-0)%) fexpl- nx-8)% + y?1/20% 070540
= 2 2 -n-
= f[(n+2)k - oAl expl{- [n(x-£)° + y ]/202}0 n 3d0~;
Combining these formulas we derive the following useful representation for

the Bayes estimator



5,(x,y) = x + by’/ (n+1)

+ b(n+1) T [f exp{- [n(x—g)2 + yz]/chz}c;-n—1 C

—o)
X £i§€ + nAb/c + (n+1)A€/(b02)id£d§
/ [] expt- mx-0)? + ¥21/26%30 ™ Padedo. (2.1)
~o() .

—

It follows from (2.1) that GB(x,y) = Gl(x,y) if and only if the prior

density A satisfies the following parabolic differential equation

DA = Agg + nxb + (n+1)AE/(b02) = 0. . (2.2)
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For instance, A(§,0) = 1 , i.e. the "uniform'density “is a solution of

(2.2). However (2.2) admits many other solutions.
S .

1 -1
Let z(u,t) = A((u + alogt)n * ,tn *) , a = (n+1)/(bn) for b # 0.

Then

tz  + z,_ = 0. (2.3)

e

Notice that equation (2.3) is closely related to the adjoint heat equation,
general solutions to which are known.

/2

-1
For instance, z(u,t) = exp(u2/4t)t and z(u,t) = exp(uu—atz) are

solutions of (2.3). However the corresponding prior densities do not admit
better approximations by proper densities in terms of posterior risk than the
uniform density.

The same equations (2.2) and (2.3) are related to the estimation problem
of 62. Indeed using the formulae of this Section one obtains the following

representation for the Bayes estimator gB(x,y) of 02 under quadratic loss

¥/6%-1)2,



8, Goy) — v/ @)

-n-1

= ff eXP{'[n(X-E)z-Fyz]/ZGZ}U

Bl [AEE+nX0/0]d£d0

! _fJ expl-[n(x-£) 4y° 1267} ™ Adedo.
0

It follows from (2.4) that gB(x,y) = yz/(n+1) if and onky if -A satisfies
(2.2) with a=0. It is also clear that SB(X,y) = Gl(x,y) for a prior density

f\l - r
A(E,0) if and only if %B(X’Y) = y2/(n+1) for the densitylx(g,c) = A (€ + alogo,o).

Before concluding this section we sum up our results.
Proposition. The generalized Béyes estimator GB(x;y) of 6 = ¢ + bcz under

4

“huadratic loss (6—6)20— and prior density A has the form- (2.1). If A satisfies

(2.2) then GB = 61.

3. Inadmissibility proof

Theorem. The procedure él(x,y) =X + b yz/(n+l) is admissible for estimating
a linear function of normal parameters, 6 = £ + b 02, under quadratic loss,
if and only if b#0.

Proof. It suffices to consider the case b # 0.

~

Because of the continuity of the risk functions the inadmissipility of 61

will be established if we show that for any sequence of finite measures A _, m=2,3,...
m

over;® with positive densities A, lim inf o >0,

-4 2 2
o = [f oT[E(8,-0)7 - E(5_-0)71dA_(&,0), (3.1)
where-6m is the Bayes estimator for the prior distribution Am’ and Am(B)>l

for an open set B.

A straightforward calaulation shows that



X

o = [ LeGy) - 8 ey axay

-

0D ((x-8)/0,¥/0) dn_(£.10) -

o 8

j:

Because of (2.1) one has with a generic constant C and D defined by (2.2)

—

p =C ff [ ff exp{—[n(x—u)2 + yz]/ZtZ}Dk t_n_ldt du]z'
m —oD =D _ m ]
/1 ff exp{—[n(x—u)2 + yz]/2t2})\m t_n—Sdt du]yn—zdy dx

—()

) -c o{g[—o{éexp{—[n(x—u)z #21/262HX X 168 N qul?

n-5 2

dt du] yn_ dy dx.

/T[] expl-InGeu)? +y”1/26%3% ¢~
—oo() a
where %(u,t) = %m(u,t) = Am(u+a log t, t).

Thus

o= ¢ [foT EE? @1)-oH? - B D)1 ¥ (€0

"
where Am is the distribution defined by %m and gm is the correspgnding Bayes

estimator of 02. Because of the inadmissibility of Yz/(n+l) as an estimator

of 02

lim inf p > 0
m

and our Theorem is proved.
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