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1. INTRODUCTION

The problem of selection of a subset containing the population
associated with the largest mean has been extensively studied in the
Titerature for normal populations. References may be found in Gupta
and Panchapakesan (1979), Dudewicz and Koo (1981). These procedures
are not applicable when the population standard deviations are pro-
portional to the population means, a situation that is quite common
in physical and biological applications as pointed out by Gleser and
Healy (1976). The problem of estimation of the mean of a normal
population with known coefficient of variation has been considered
by Khan (1968), and the problem of testing hypotheses concerning
the means by Khan (1978). Gleser and Healy (1976) derived the minimum
risk scale equivariant estimator % of the mean of a normal population
with known coefficient of variation. Joshi and Sathe (1982) derived
bounds for the values of the estimator 51 which are helpful in computing
‘the values of 51 for a given sample with sufficiently high accuracy.

In the area of ranking and selection, Lehmann (1961) discussed
minimax procedures for the selection of normal populations with
coefficients of variation smaller than a given constant, assuming
a common variance for all the populations. Tamhane (1978) used
estimators developed by Gleser and Healy (1976) and proposed ranking
and selection rules fornormal populations with common known coefficient
of variation, and provided tables for implementing the rules fn the

large sample case. In this paper, we have considered the problem



of selection of a subset containing the populations with the Targest
unknown mean of several normal populations which have a common known
coefficient of variation, and have compared Tamhane's selection

rule to a rule based on sample variances. It appears that, when the
sample size is large, there is not much difference between the rules
based on sample variances and Tamhane's procedures, which depend on
better estimators of the mean. This comparison could not be made
for small sample sizes since the exact tables for Tamhane's rule

are not available.

In Section 2, the two rules for selecting the population asso-
ciated with the largest normal mean are described. In Section 3
some operating characteristics of the two rules are computed for
a slippage configuration of the normal means. Section 4 consists
of a large sample comparison of the two rules. The asymptotic rela-
tive efficiency of the variance procedure with respect to Tamhane's
procedure is computed. It turns out that, for large values of the
coefficient of variation and the sample size, the two procedures
are equivalent. For small sample sizes, tables for implementing
Tamhane's rule are not available, and therefore the rule based on
sample variances may be used.

2. PROCEDURES FOR SELECTION OF THE
'POPULATION ASSOCIATED WITH THE LARGEST NORMAL MEAN

let T ST be k (>2) independent normal populations with

f’FZ""
positive means 91,1..,9k and a common known coefficient of variation

vb. The goal is to select, on the basis of an independent random sample



X , X, from each mis A subset which contains the population

il?°°°>%n
corresponding to the largest ei with probability at least P*, where

P* is a preassigned constant (1/K < P* < 1). For each i, let

X | rz]
X = T X../n,
NPT RAN
(2.1)
n
SZ- § (K - X)/n.
i1

Gleser and Healy (1976) have discussed several best asympto-
tically normal (BAN) estimators of a normal mean 6 out of which the

following two are almost surely nonnegative:

cnS + an if cnS + an >0

ot o (2.2)
LMMS 0 otherwise

where
Cy = anb/Dn

—

((n-1)/2b3% t{(n-1)/2}/7(n/2)

[e})
n

lw)
1]

b + (b+n)(ba§ - 1),

and
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N n 5 © 2 o 2
eI - (b'] Z X2-)2 (j' une—0.5u +wudu)/(”‘un+]e'—0.5u +W9du)
e J
Jj=1 0 0
(2.3)
where
1
n -—
W= (] X702,
j=1

Here 8EMMS is the positive part of 6LMMS’ which has the minimum mean
squared error (MSE) in the class of all estimators of e which are
Tinear in X and S. The second estimator 51 is the minimum risk scale
equivariant estimator of 6.

Tamhane (1978) proposed the following selection rule for the

problem under consideration:

R .

1 Select m iff 51 > max é./c (2.4)

_]ijiK 1

where 61 is either of the two estimators described above. The constant

¢ satisfying the P*-condition when sample size n is large is given by

[ o Tlte, + (c;-1)aTe(t)dt = P (2.5)

-0

1
where A = {n(1+2b)/b}2.

The values of ¢ satisfying (2.5) are given in Tamhane (1978).

We compare the rule R1 to the following selection rule R2:



R,: select w, iff 5? > ¢, max S% (2.6)
! 1<j<K

where c2(0 <Gy < 1) satisfies the basic P*-condition and is given by

6 71 (u/cy)g, ;(u)du = P (2.7)

o8

with G(+) being the cdf and gn(-) the pdf of a central chi-square random
variable with r degrees of freedom.

The values of Cy satisfying (2.7) are available in Gupta (1963).

3. _COMPARISON BETWEEN R, and R, IN A
SLIPPAGE TYPE CONFIGURATION OF THE MEANS

The expected proportion (EP) of populations in the selected
subset is used as a criterion of efficiency of a Gupta-type rule
[see, for example, Gupta (1965)]. For a selection rule R, let
Pe(i,K,n,P*]R) denote the probability of selecting the population

(1) associated with mean 6[1], where e[]] 5_6[2] < .. f_e[K] are the

ordered means. Then

EP

=|—=

I I~ 7R

Po(1,K.n,P*[R). (3.1)

i=1

For the rule R1, we have

2
=U
q>(c161.ju/2_+ [C]Gij-ﬂx)e du

1
1 (3.2)

=V

Po(T,Kun,P*[RY) = (1//0)

J
J

“H:II



_ _ n(1+2b)
where G_EJ G[_i]/e[j] and A {—_—b ‘_} s

and for RZ’ we have

Pe(i,K,n,P* R G

(usﬁj/cz)gn_1(u)du. (3.3)

2) n-1

O— 8

[y 2N
M R

—

Now, assume that the ordered means, e[]],...,e[k], have the
following configuration:

_ -1 .
e[i] = A 8, A>1, 6 >0, i=1,2,...,k.

Then

5557 0779 7 9). (3.4)

We have computed the values of the expressions (3.2) and (3.3)
when Gij = Ai'j, and then evaluated the expected proportions of popu-
lations selected by R] and RZ’ given by (3.1). Hermite integration
was used for numerical computation of the integral of (3.2), and
Laguerre integration for the integral of (3.3) (see Abramovitz and
Stepun (1971) .pp. 923-924). Tables I and II show these values for
A= 1.5(+5)3, K =2(1)5, and a few selected values of P*, n and b.

It has been pointed out by Tamhane (1978) that for certain values of



b, K, ny and P*, the rule R] does not exist, i.e., no c]-value satisfying
(2.5) can be found.

While comparing the rules R] and R2 through these tables, it
must be kept in mind that Table I is based on large sample results,
and hence the numbers in Table 1 for n=15 may not be exact. For sample
size n=37, the difference in the two rules in terms of EP is quite small.
For example, for n=37, K=3, A=1.5, the rule R] gives EP=,378 when
b=1.5, and the same rule gives EP=.393 when b=3.0. The value of EP
for the rule R2 in this situation is .400. This also indicates that
the difference between the two rules in terms of their values of EP-
decreases with b. Similar result is obtained in the next section in
which we compute the asymptotic relative efficiency (ARE) of R2

with respect to R1 for the case of k=2 populations.

4. ARE OF R, WITH RESPECT TO R,

Suppose we are given two normal populations N(e,bs

N(Ae,bAZGZ

2) and
) with 6 >0, b >0and A >1. The population with mean
6 will be referred to as the non-best population.

Let S* denote the number of non-best populations selected by a
ruie. Then small values of S* are desirable, and therefore, consistent
with the P*-condition, one would Tike to keep the expected value of
S* as small as possible.

For a given: € (0 < €< 1), let N,(€) be the number of observations

R
needed so that



E(S*|R) =: € (4.1)

The ARE is defined as follows (see, for example, Barlow and Gupta

(1969)).

DEFINITION 4.1: The ARE of a rule R2 with respect to another rule

R] is given by

Following the method used by Gupta and Singh (1980), we can show

that

Ne (€ = [ly-y")/[nal® + 2 (4.2)

2

and

Ne (€ = 2b(y-y")?/[(1+2b) (48)"] (4.3)

1

where y = @'10P*), y' = @’1(6). Hence

.2
2b oy
ARE(R,,R,) = lim 132b__ & 2b (4.4)
271 € 40 , 2 1+2b
LR

since y' » ~= as. €+ 0.
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The expression (4.4) for the ARE of R2 with respect to R] shows
that, for lTarge values of b, the two rules are equivalent, and there-
fore, for reasons of being simpler to use, R2 may be preferred over

R1.
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TABLE 1
For the rule R and the configuration (8, A0, ... , Ak—] 8), this
table gives the probability of selecting the normal population with
mean e[i] = A1"] 0, 1 =1, 2, ... , k, and the expected proportion
(EP) of populations in the selected subset; the common coefficient

of variation vb is assumed to be known.

P* = .90, b = 1.5
n=15 n = 37

A 1.5 2.0 2.5 3.0 1.5 2.0 2.5 3.0
k i

21 L340 .049 .006 .001 .063 .000 .000 .000

21 .998 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP .669 .525 .503 .500 .531 .500 .500 .500

31 .020 .000 .000 .000 .000 .000 .000 .000

419 072 010 .001 .135 .001 .000 .000

.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP{ .479  .357 .337 .334 .378 .334 .333 .333

41 .000 .000 .000 .000 .000 .000 .000 .000

21 .030 .000 .000 .000 .000 .000 .000 .000

31 .485 .097 .014 .002 173 .002 .000 .000

41 .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP| .379 .274 .253 .251 .293 .251 .250 .250

51 .000 .000 .000 .000 .000 .000 . .000 .000

2 .000 .000 .000 .000 .000 .000 .000 .000

3 .037 .000 .000 .000 .000 .000 .000 .000

4 .522 113 .017 .003 .197 .003 .000 .000

5 .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP| .312 .223 .203 .201 .239 .201 .200 .200
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TABLE 1 (cont.)
For the rule R] and the configuration (6, A6, ... , Ak'] 8), this
table gives the probability of selecting the normal population with
mean e[i] = AT"] 6, 1=1, 2, ... , k, and the expected proportion
(EP) of populations in the selected subset; the common coefficient
of variation /b is assumed to be known.

P* = .90, b = 3.0

n =15 n = 37

A 1.5 2.0 2.5 3.0 1.5 2.0 2.5 3.0
k i

21 371 .068 011 .002 101 .001 .000 .000

2 .997 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP .634 .534 .505 .501 .550 .501 .500 .500

31 .035  .000 .000 .000 .000 .000 .000 .000

474 .107 .019 .004 .180 .003 .000 .000

.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP | .503 .369 .340 .335 .393 .334 .333 .333

4 1 000  .000 .000 .000 .000 .000 .000 .000

2 .048 .000 .000 .000 .000 .000 .000 .000

3 .531 .134 .025 .005 .218 005  .000 .000

4 .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP .395 .283 .256 .251 .305 .251 .250 .250

51 .000  .000 .000 .000 .000 .000 .000 .000

2 L0000  .000 .000 .000 .000 .000 .000 .000

3 L0587 .000 .000 .000 .000 .000 .000 .000

4 .562 150 .029 .006 .241 .006 .000 .000

5 .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP 324 .230 .206 .201 .248 .201 .200 .200
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TABLE 1 (cont.)

For the rule R, and the configuration (6, 46, ... , Ak'] 8), this

table gives the probability of selecting the normal population with
mean e[i] = A1=1 6, 1 =1, 2, ... , k, and the expected proportion
(EP) of populations in the selected subset; the common coefficient

of variation /b is assumed to be known.

P* = .95, b = 1.5
n=15 n = 37

A 1.5 2.0 2.5 3.0 1.5 2.0 2.5 3.0
k i

211 .492 .100 .014 .002 .163 .002 .000 .000

2| .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EPy| .746  .550 .507 .501 .581 .501 .500 .500

311 .048 .000 .000 .000 .000 .000 .000 .000

570 137 .022 .004 .224 .004 .000 .000

1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP} .539  .379 .341 .335 - .408 .335 .333 .333

41} .000 .000 .000 .000 .000 .000 .000 .000

21 .071  .000 .000 .000 .000 .000 .000 .000

3| .644  .182 .033 .006 .254 .005 .000 .000

4]1.000 1.000 1.000 1.000 | 1.000 1.000 1.000 1.000

EP| .429  .295 .258 . 251 314 .251 .250 .250

511 .000 .000 .000 .000 .000 .000 .000 .000

2| .000 .000 .000 .000 .000 .000 .000 .000

3|1 .072 .000 .000 .000 . 000 .000 .000 .000

41 .646 .183 .033 .006 .273 . 005 .000 .000

5/ 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EPY{ .343 .237 . 207 .201 . 255 . 201 . 200 .200
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TABLE 1 (cont.)

For the rule R, and the configuration (6, a8, ..., k-1 8), this

table gives the probability of selecting the normal population with
mean e[i] = A1'] 6, 1 =1, 2, ... , k, and the expected proportion
(EP) of populations in the selected subset; the common coefficient

of variation /b is assumed to be known.

P* = .95, b = 3.0
n=15 n= 37

A 1.5 2.0 2.5 3.0 1.5 2.0 2.5 3.0
k i

21| .540 .138 .026 .005 .210 .005 .000 .000

21 .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP | .769 .569 .513 .503 .605 .502 .500 .500

31| .070 .000 .000 .000 .000 .000 .000 .000

.604  .176 .036 .007 .268 .007 .000 .000

.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP | .558  .392 .345 .336 .423 .336 .333 .333

41 001 .000 .000 .000 .000 .000 .000 .000

21 .095  .000 .000 .000 .000 .000 .000 .000

3| .663 .219 .049 .010 .297 .009 .000 .000

41 .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP | .440  .305 .262 .253 .324 .252 .250 .250

51 .000  .000 .000 .000 .000 .000 .000 .000

2 .001 .000 .000 .000 .000 .000 .000 .000

3 12 .000 .000 .000 .001 .000 .000 .000

41 .69  .247 .058 .013 314 .010 .000 .000

511.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP | .362  .249 212 .203 .263 .202 .200 .200
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TABLE II
For the rule R, and the configuration (6, AG, ... , k-1 8), this
table gives the probability of selecting the normal population with

mean e[i] = A1'1 8, and the expected proportion of populations in the

selected subset; the rule R2 does not depend uporn the common known
coefficient of variation /b.

p*: Z_QLQ
n=15 n= 37

A 1.5 2.0 2.5 3.0 1.5 2.0 2.5 3.0
k i

21 423 107 .022 .004 .130 .003 .000 .000

2 .996 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP L7 .554 511 .502 .565 .501 .500 .500

31 .068 .000 .000 .000 .000 .000 .000 .000

.531 .165 .039 .008 .198 .000 .000 .000

.998  1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP .532 .388 .346 .336 .400 .335 .333 .333

41 .002 .000 .000 .000 .000 .000 .000 .000

.090 .000 .000 .000 .000 .000 .000 .000

. 588 .203 .052 012 .242 .009 .000 .000

.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP .420 .301 .263 .253 .31 .252 250 .250

51 .000 .000 .000 .000 .000 .000 .000 .000

2 .002 .000 .000 .000 .000 .000 .000 .000

3 .108 .001 .000 .000 .001 .000 .000 .000

4 .624 .230 .062 .015 274 .011 .000 .OOQ

5 .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP | .347  .246 212 .203 .255 . 202 .200 .200
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TABLE II (cont.)

For the rule R, and the configuration (8, 46, ... , pk-1 8), this
table gives the probability of selecting the normal population with
mean e[i] = A1—] 0, and the expected proportion of populations in the

selected subsety the rule R2 does not depend upon the common known
coefficient of variation /b.

px = 95
n=15 n= 37

A 1.5 2.0 2.5 3.0 1.5 2.0 2.5 3.0
k i

21 571 .191 .048 .011 .223 .007 .000 .000

2 .999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP .785 .596 .524 .505 .612 .504 .500 .500

317 .134 .000 - .000 .000 .002 .000 .000 .000

.669 . 269 .078 .020 .308 .014 .000 .000

.999 71.000 1.000 1.000 1.000 1.000 1.000 1.000

EP .601 .423 .359 .340 .437 .338 .333 .333

41 .005 .000 .000 .000 .000 .000 .000 .000

166 . 001 .000 .000 .003 .000 .000 .000

715 .313 .098 .027 .358 .020 .000 .000

4°11.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP 471 .329 274 .257 .340 .255 .250 .250

51 000 .000 .000 .000 .000 .000 .000 .000

2 . 007 .000 .000 .000 .000 .000 .000 .000

3 .191 .002 .000 .000 .003 .000 .000 .000

4 745  .346 114 .032 .393 .024 .000 .000

51{1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

EP | .389 .270 .223 . 206 .279 .205 .200 .200
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