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ABSTRACT

An example is given of a vector of n random variables such
that any (n-1)-dimensional subvector consists of n-1 independent
standard normal variables. The whole vector however is neither
independent nor normal.

1. INTRODUCTION

When discussing stochastic independence in a course on proba-
bility theory, it is customary to give an example of three identi-
cally distributed random variables X, Y and Z which are pairwise
independent but not mutually independent. As Driscoll (1978) has
pointed out, the standard examples (Feller (1957); Gnedenko (1963);
DeGroot (1975); Hogg and Craig (1970)) can be reduced to consider-
ation of a random triple (X, Y, Z) which takes the values (0,0,0),
(0,1,1), (1,0,1) and (1,1,0) each with probabiiity one-fourth.

Driscoll gave a more interesting example: i, Y independent
each with the rectangular distribution on the unit interval and



Z=X+Ymodl. This example also yielded a characterization of
the rectangular distribution.

Our example shares with Driscoll's the fact of being more
interesting than the standard ones and at the same time illustrates
a point concerning the multi-dimensional normal distribution.

It is well known that the whole distribution of an n-dimen-
sional normal vector (X1’X2""’Xn) is determined if the distribu-
tion of each pair (Xi’xj) is known. In.a different context one of
the authors (KJM) raised the question whether (Xl’XZ""’Xn) is
necessarily normal if all the pairs (Xi’xj) are two-dimensional
normal vectors. The following example shows that even joint
normality of all (n-1)~tuples does not suffice.

2. THE EXAMPLE

Let n > 3 and let (Yl’YZ""’Yn) be a random vector of signs,

-i.e. with components +1 or -1 such that any particular sign vector

n
(y],yz,...,yn) is taken with probability a if 1y, = +1 and with
i=1
n
(h-1) _ 5 4¢ 1 y; =-1. Here 0 <a 5_2'(n']).
i=1

probability b = 27

Proposition: The random variables Y]’YZ’“"’Yn are (n-1)-wise
independent. If a # 27" they are not mutually independent.

Proof: Let 1 < k < n-1. Any vector (y‘i sY5 aeeead; ) can then be
‘ 1 2 k

n

n-k-1 ways to a vector (y1,y2,...,yn) with Ty, = +1
i=1 '

extended in 2

and in as many ways.to one for which the product of its components

. -k-1

is =1. Thus P(Y. =y. s Y. =y »os¥, =y, )=2" a+
o 2 T ok

oM k=1 5 = 27K for a11 k < n-1. This is the (n-1)-wise indepen-

dence. However the relation P(Y] = +1, Y2 = +1,...,Y_ =+1) = a

. n
contradicts the total independence unless a = 27",

Now let Z]’ZZ""’Zn be standard normal variables mutually

independent and independent of the random vector (Yl’YZ"'°’Yn)



~and define X; = YiJZiI’ i=1,...,n. Then clearly the X, are again
standard normal. Also the independence of the Zi together with the
proposition imply that X1,X2,...,Xn are (n-1)-wise independent.
Thus any (n-1)-tuple out of X]’XZ""’Xn is also (n-1)-dimensional
normal. However P(X] > 0, X2 > O,...,Xn > 0) = P(Y] = Y2 =,,.=

Yn +1) = a which, if a # 2", contradicts the mutual independence

of X]’XZ""’Xn and thus also their joint normality, where mutual
independence would be equivalent to all covariances being zero.

3. REMARKS

The example does in no way characterize the normal distribu-
tion. In fact we can replace the normal distribution of the Zi by
any other distribution symmetric around zero to obtain a similar
éxamp]e where all subvectors of (21""’Zn) except (Z]""’Zn) it-
self consist of mutually independent identically distributed ran-
dom variables. With n = 3 and a = 0 the vector 2‘1 (Y] + 1,

Y2 + 1, Y3 + 1) is the random triple (X, Y, Z) mentioned in the
introduction.
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