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Lemma 5. Let S(p x p) be a matrix and’ T(p x p). be a complex matrix

whose real pért is positive definite. Then for y > -1. .

%p(p-l)

) : -V -
(2.10) LO(S) = T (yem,K) - . et Tjp-y-m c (1-s T"hyar
- P 5p(p+1) "Re(T)>0 S -
(27i) oY

(Constantine [2]),

where m = %{p+l) and L:(S) is the generalized Laguerre polynomials defined

by Constantine [2] as

(2.11) e tr S LYs) = [ &t RpR)Y C.(R) A(RS)dR |,

R>0 Yo

where AY(R) is the Bessel function of matrix argument defined by -

1

| 3p(p-1) : a0
(2.12) A R) = - T Tt RT Dyppovem 1

.Y - ip(p+1) Re(T)>0 nT -

(27i) ~

3. The distribution of latent roots S1 S;l. The distribution of the
latent roots of S1 S;l will be derived in this sectioh when Sl(p x p) is =
distributed W(p, n, 21, Q) i.e. non-central Wishart distribution on nlb d.f.

with non-centrality Q and covariance matrix 21 and Sz(p X p) central
Wishart W(p, né, 22, 0), where n,n, >p. Note that for n,

) -1 -1 .
2 " When n, <P, ?1 §2 has only
n, non-zero roots and the density function of the roots of S1 S;l can be

> p we will

have p non-zero latent roots of 'Sl S

obtained from that for n,>p if in the latter case the following changes -

are made:
(3.1) (n;,n,,p) ~ (p, n,+n,-p, n,)

Therefore, here we only consider the case where n,>p



where

1 1 '
712 -1 :
A=1zy3,71) and - C, (p,n 1.n ) = {r ( ) F ( 2)} .
| 1 1 | .
Now transform A1 = Ag R g and A2 = A2' (The same notation

is used to denote the matrix R both before and after dlagonallzatlon) The

>(p+1) |
Jacobian is IA |2 » and hence the joint density of R and A, is
-trQ %“2 -tr R A, %{“1'p‘1):»
C,(pnyny) e T[22 e - 2R ~
1 1 1
e leA Ii{“l*"z'p'l) F s Z o a2
‘ 271 ~2 22

22 - 1

The distribution is a symmetric function of @ (Constantine.[z]). Hence

we can transform Q + H @ H' where H e O(p), and integrating over _O(p)

~ ~ o~ o~

using Lemma 1, all the factors in the above expression remain the same

except the hypergeometric function which now becomes OFI(%ﬂl; ?, B 62).

: -tr R A2 1 ,
Further, expand. e _ :OFO(-B 62) and oFlcfﬂl; 9, 3 62) in zonal

polynomials using (2.2) and apply Lemma 2. The joint density of R and A2

becomes
S lﬂ (n -p 1) trAA2 2(n +n,-p- 1)
C.(p,n,,n)e ¥ a2 2 g2 ! 14,
1271072 ~ - -
. L n 6
C (a) e (-1)" (R A 2)

ne~18

K-~ K v 6
keo E Gn) c k! nZO vxa -n!
217 "x*p’ S o

Now integrate out A

2 using Lemma 3 we have the density of R of the form



ahd making use of (2.4) and (2.8) wé have the result as stated in the
theorem, Q.E;D.. o .
For Q =.0, since gg,v =1 and 6 = v, the expression (3.2) gives
the result stated by James [4] page 484 as a special case,
It seems that, the expresgion (3.2) is not convéhientrfor‘furfher

development and may not converge for all values of R, A and Q. For

further develbpment we shall prove the following theorem.

Theorem 2, Let S 'Sz, R and ri's be as stated in Theorem 1. Then the

17220 L

joint density function of Tyheee, T, is given by

11 1

- =n =(n,-p-1) (n,+n.)
-trQ v 172
(3.7 clp,np,me T2 a] 2 1p|2Y |1+aR| 2 T (r.-r.)
- . -~ - i) i’
- nn,  C OR(IAR) ™)
'kzo E AR k!
' | 11, 7@y
§ o A,s G AT L - (@)
d&=0 § M | ’
1 1
where A =,2f ;1 Zi , A,‘ a positive real number, C(p,nl,nz) is as

defined in (3.3), L}(S) is as in (2.11) and a, are constants

$
H4
(Constantine [2], Pillai and Jouris [7]).

Proof. We start from the expression (3.4). Now apply Lemma 4 to
11

1.2, 2 . :
oFl(inl’? 619_) ;o get the joint den51ty_of‘ 51 and. 62 as



\

: My 3 -é-i)
(3.8) C,(p,n,,n )e.-tr‘.?ll\l2 2IRI2 1 o
- 3(P.mu1y A IR .
1 1 .
- 3N - =(n,+n,)
. etleTl 21'1-W| 241 20
Re(T)» - =~ - =~ '
o 1 1 L
- 5 - - —(n +n : N
IRer -wy Zaa-wy 3 2 P
where
_ 1 . T ;
Ple-h) o mpeny, PPt ny
CS(p’nlv’nZ) = 2 . rp( p) ) / [(2"1) o rp('—z")]
Write _
21 21
TR -w) AWy 2 o=
. 1 1
= Al 1w 7H e - w2 A - w2

Ve

then (3.8)  becomes

- any, 3(n,-p-1)
(3.9)  Cylp,ny,nde e 2 R)2!

e 1 R VR
.f T 2R - WA ta - wy? 2T wan .
Re(T)>0 - S -

Since R is symmetric we can diagonalize by an orthogonal transformation H

~

and can use the same technidue as before. After substitutions and making
use of (3.5) and integrating over H, we will get the joint density of roots

Tr

1,..;,rp of R in the form : o | , .



[
—

1 _1' E‘_ ' : -
O eTm 3 ST - wAta s w?
S A ' T I .
Re(T)>0 . ~ k2 ‘ e
Let us use the relation (Constantine [2])
. C‘ I-S k C (S : e

ay P P T oepha E T

S Em L emm g

A
i

where a  , -are constants discussed earlier. Then (3.12) becomes
» . .

K . (._A-l)na.'< . T 1 %ﬂl o .
(3.1 7 ¥ “'?T‘(TT‘L"'I e . |T] C,(A" (L - W)) dr
" n=0 v A Re(T)>0 - s T -

A being symmetric we can transform “A° -+ H A H'. by an orfhogonalrtrans-g

~

formation H and integrate over H using (3.6). ‘Then (3.14) becomes

o -1.n -1 1
k A" Y | -4 )
G115 I I —mem—— etIir) Fle (-m"'@)ar
n=0 v. Tviid vl Re(T)>0 - - T
Applying Lemma 5 to (3.15) gives
. (n,-p-1)
(2“.)§?(P+1) kK a Ch 2l U
(3.16) -5 I - =
vA S N & RORN RN
22 _ p- 2’ viol oTe

Combining (3;11) - (3.16) and making use of (2.8) we have the result as
stated in the theorem. Q.E.D. |
Formula (3.7) will give special casesf

a) For @ =0, it is seen from (2.12) that A (0) = {PP(Y+ 2%19}"1

(see also Herz.[S] page 487) and from (2.11) and (2.7)

1
. 7(n,-p-1)
‘we have L)(0) = (v+BD) (D). Swbstituting L2 17 "(0)

ihto (3.7) and making use of (3.13), we have the result of

Khatri [5].
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THE DISTRIBUTION OF THE CHARACTERISTIC ROOTS OF S1 S2 .

_ UNDER VIOLATIONS"

by

\ K.C.S. Pillai

Purdue University

1.  Introduction. Consider the test of the following two hypothesesf

1) equality of covariance matrices in two p-variate normal populations

and 2) equaiity of p-dimensional mean vectors in % p-variate normal
populations having a common covariarce matrix. In order to carry’out some
exact investigations of robustness of tests of 1) when the assumption of
normality is violated and of 2) whgn that of a.commoh covariance matrix is
disturbed, a distribution problem is studied in this paper, ﬁamely, that of
the density of the éharacteristic roots of S, S.!, where S is distributed

-1 22 |
W(p,nl,zl,Q) and 52, W(p,nZ,ZZ,O), (See Section 3 for definitions). The

-~

results of the robustness studies will be reported in a second report.

2. Preliminaries. In this section we state some results which will be

needed in the sequal.

Lemma 1. Let S(p x p) and T(p x p) be positive definite symmetric’ matrices.

Then
2.1) / F (ay,...,8 3 b.,...,b; SHTH')(dH |
1 1 T )
o) T T T E e
= qFr(al,...,aq; bl,...,br; S, T) : (James‘{4]) | :;
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(2.6) € (8) € (8) = Z g,< o C5(S)

where & = (d >...>d >0) such that E d; =k +s and

> d
P isl

1 2

gg o are constants. (Constantine [2], (Pillai and Sugiyama [8]).
Tables of the coefficients g: o for various values of k and s
’

can be found, for instance, in [6].

\
Lemma 3. Let R(p x p) be a complex symmetric matrix whose real part is

positive definite, and let T(p x p) be an arbitfary cdmplex symmetric

matrix. Then

(2.7)
= T, (t,0) IRI"® c (r R™Y),  (Constantine [1])

the_integratioﬁ being over the space of positive definite p X p matrices,
and valid for all complex numbers t such that Re(t) > %(p-l). The constant
Pp(t,K) is given by
PED R e L) - @ o

2.8 I (t, =7 n r(t+k,- =(1- = (t r (t
(2.8) p(t56) Ty « T

Lemma 4. Let S(p x p} be a p051t1ve definite symmetrlc matrix and

T(p xp) a complex matrix whose real part is positive definite symmetric.

Then
1
2§p(p-1) o) :
(2.9) - O b I N PPN SN S i P
5p(p+1)  Re(T)=X >0 L a T~ -
(27i) - <P

q r+l (al,...,aq; bl,...,br,b; s) , (James [4])



Theorem 1. . Let the P x p matrices S, and S, be independently distributed,

' 1 ~2
§1 having W(p, nl,Zl,Q) ahd. S2 having W(p, n 2, 0). Let .
B = diag(rl,...,rp), where rl,...,rb are the roots of §1 §51 such that‘

0 < r) < r, < ,., < rp < «, Then the joint density function of rl,...,rp

~is given by

1 1
. - =n 5(n,-p-1)
(3.2)  Clp,n ,n)e TR | 21 |g]?1 T (r;-r,)
| : : 154
n,+n

Tl @ - ('l)ng:.v(—l‘é“z‘%cacé HE,®

k=0 Kk (n)), C, (1)k! n=0 v,8 Collpint
where

| I %pz n*ny o ony
(3:3)  Clonpny) =17 T[N, T, T, E)]

Proof. Joint density of S, and S, is

1 1 1 -1 1
-1 - =tr I.'S >(n,-p-1)
{1., ( ) r ( 2) IZE |2 1'22 |2 2 e tr@e 2 -1- | Isl 21
1 -1 1
- =tr S =(n,-p-1)
2T 22 22 2\ 1.1 -1
€ 1S, | of1GGM 35 95

Since the roots are invariant under the simultaneous transformations

1 1 1 1
I ) 2 1.2 ) ' _ .
51 =3 El §1§1 and 62 =3 §1 §2 §1 » Wwe have now the joint density
of 51 and 62:
-trf %“2 mtrh (n- 1, ter 7P |
(3.4) € (p,n ,n)e” TS[A|7 %e IA |z 7P s Fy(Gn 50A)),



[P S A %nl | %{nl-p-l)
- €y (ponyp,ny) @ 4| IR|
) : C () Zo 26 -n" & v pG-~:—'5) c (R A )
K n=0 v, ‘ .
(Enl)KCK(Ep)k! , | . n

- it~8 -

k=0

R be1ng symmetric, can be diagonalized by an orthogonal transformation H

such that H R H' = diag (rl,...,r ) where rl,...,rp are roots of R,

~ o~ o -

For uniqueness we assume that the elements in the f1rst row of H are Y

positive and the roots are arranged in the order 0 <r < Ty < evo << o

The volume element dR becomes (Constantine [1], James [41)

(3.5) o dR = 1 (r.- t.)
~ . PR | J .
- 1> 1

o=

dr. (d H)
iv .
1 .
Substituting’ R in the above expression and 1ntegrat1ng over H we have

the joint den51ty of r1 . rp in the form.

-1, %my-p-1)
Cy(p,npsny) TP 21 g 20 1 (r.-r.)
RRE: - - i>j )
’ ) : n.,+n
1 2
: C () SR GO Ll S Y G )

' K_~ - 7 7 KV P
k=0 E nt

1 -
G LI k=0 v,8

2P g C (HRH'A” )(mﬂ
o) ° = -

The factor 27P multlplylng the integral arises from the restriction that
the elements in the first row of H are p051t1ve._ Flnally we use the
property of the zonal polynomials given by James [4] for normalized measure

(3.6) f C (HSHT) H) =[C () C (T)]/C (1 )
' o(p) ST



] 1 1
"2 “i“;‘zl Ii(“z'P'l) o (2P

Q
C,(p, nz) e tr |A| | 1|_ , _
'Re (T)=Xg>0 \ ’
‘where .
| Sp(p-1) ) n 717
, . 2P P~ i T (91, W= T "2
Cy(puny) = o /e DL I

-~

and T = xo + i Y with X0 p051t1ve definite symmetrlc matrix and Y a non-
singular real symmetric matrix_such that (I - W) is nonsingular. The roots

are invariant under the simultaneous transformations
’ 1

| A
- w2 aa- w2 =B

- | 7 3
S L I T

Making substitutions in the above density and after taking the Jacobians
B, and §2 as follows:

into consideration, we obtain the joint density of B

Apply the transformation B1

using (2.7) with T = 0 and also (2.8

, then we have the density of R

1 1 1
C,pan)e -tr2), IE“z 'tﬂflla |i(n1'-p-l)|3 7(ny-p-1)
P.0y 21 122 1 )
€rT " ; 1 - —(n +n2) -tr(I =W )- ACT - W ) 5132
e .T] 1w | (dT)
Re(T)>0 ' i -
o 1 1
7 2 B =B - and i B
B2 B B, and B, =B, and integrate out B,
) in

_thebform



11

(3.10)  C.lp,n;,n)e t¥2y| 271 g)2° 1 m (r;-r,)
3 172 ~ ~ : R S
1 1 1 1 ﬂ
- =n - T - - ...(n +n )
- eIt FY 2 Plrammr - WAl - w2 2012

@@y ry .
Following Khatri [5], we can write

[T+ HRHAl = |1+ 2| |1 - @272 0 (R) (1 +2R) e |

—
| 0=

where A is a positive real number and in our case A =(I - ¥ )ZA-I(I_- W )2 .

-

After making use of James [4]

[ 11 -HRHAI™ (@) = F (a; A, R)
o) -~ -

and the formula (2.4), the expression (3.10) now becomes

1 1

l -tr@,,” 2" E{"l‘é'l) - %{“i+"2) |
(3.11)  C,(p,n,,n)e ""¥|A] IR |1+3R] I (r,- r.)
4 1272 - - - . i>] i )
1 1 1
- =n n +n = =
e PR R - w3 - w2 i har,
Re(T)>0 - - R R -
where _
: 1 IR |
L Len e W e,
Conyny) = 125 Tr D 1) e R R()

P

Now we can make use of (2.2)bto expand lFb‘ and integrate term by term. The

expression (3.11) involves the integral of the form



. b) For A=1 and X =1 énd:using the relatipn (Constantine [1966]) -

¥, n , S
Ls(S) lzc 5 (-1)7a, C,(S) | B S
(Y+m)kcn(£)' n=0 v (Y+m)va(£) ' ’ . ‘.”F'ﬁi

where m = %{p+1) whenever S is (p x p) matrix,and setting v = § =

Fat

we have the'result of Constantine [1], James [4].

I wish to acknowledge the assistance of Sudjana in the preparation

of the paper.
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