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1. Introduction. Standard statistics of chi=-square type are defined in

terms of cells which are fixed prior to taking observations, Moréover, if
parameters are to be estimated from the data they must be estimated by aéymptoti}
cally good estimators based on the observed cell frequencies, Typically the maxi-
mum likelihood estimator (MLE) is used. Chernoff and Lehmann [1] showed that if
MLE's based on the raw observations are used, the asymptotic distribution of the-
statistic need no longer be chiesquare. In fact, if M cells are used and m

parameters are estimated, the asymptotic distributien is that of

M-m-1l M-l
2 \ 2
(1.1) E Z; + L N2
i=1 i=M-m
P
where Zl""zm-l are independent standard normal rendom variables and the A s,

vwhich may depend on the parameters, lie between O and 1, %
It would seem desirable in practice to allow the cell boundaries to be

. Tunctions of the estimators used for the unknown parameters, In section 2 we

show that in this case the asymptotic distribution of the chi~square statistic ié

that of (1.1) for rectangular cells in any number of dimensions, This result
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generalizes that of A. R. Roy [8] who in his unpublished thesis gave this theorém
for one dimension. The extension is made possible by the use of modern random
function methods, which also shorten the proof of Roy's result substantially.

The usefulness of such statistics is impaired by the dependence of the h'si
on the unknown parameters.. In section 3 we give two results intended to lessen .
this difficulty. First, in location or location-scale problems the A's are in-
dependent of the parameters if the cell boundaries are chosen in a suitably
invariant manner (see the statement of Theorem 2).  This result was also obtained
by Roy in the one-dimensional case. It is then shown that in any case all A's
converge to O as the number of cells used is appropriately increased. Thus the
standard limiting distribution, chi-square with M-m-1 degrees of freedom,
approximates the limiting distribution of the new statistic if many cells are used.

In section 3 several examples are presented. Perhaps the most common use of
chi-square statistics with parameters estimated from the data is in testing
goodness of fit to the univariate normal family. We therefore give a short table
of critical points of the asymptotic distribution in this case. The table assumes
equiprobable cells (a common recommendation for standard chi-square) and presents
results for M = 5, 7, 9, 11, 15 and 21. »Note that for 21 cells the critical
points are quite close to those of the chi-square distribution with 18 degrees
of freedom,

In the body of the paper we adopt certain conventions of notation. A1l
vectors are column vectors, with prime denoting transpose. Matrices other than
vectors are boldface, but vectors are not. If A is a vector, E[A] is the vector
of expected values of the components of A. £(X) is the law or distribution of |
the random variable X. N(u, E) denotes the normal law with vector of means p and
covariance matrix‘g. Finally, X = op(l) or X - O(P) denote convergence to O in

probability.
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2. Asymptotic distribution. Let F(xle) be a k-variate distribution function

depending on an m-dimensional parameter & which is an element of a parameter
space Q. We will assume that Q is an open set in Fuclidean m-space Rm' F will
be called regular if it satisfies the assumptions
(A1) F(xle) has density function f(x|8) which is continuous in x X @ and
continuously differentiable in 9.

(A2) For i = 1,...,m

5%; X £(x]0) dx = X agi £(x|8) ax.

(A3) T™e integrals
2
38 £(x|0) ax i=1l,...,m

are finite for all 9 ¢ Q and the information matrix

J = M Iis I i, §=1,...,m
_ 0 log £f O log f .
ig = J %, oo, £(x|8) ax

is positive definite for all 8 ¢ Q .

Let us partition the xi-axis by functions of 0,

me=g @) <g, O)<..<g o (8)<E, (O)==,
1 1

for each i = l,;..,k. We assume
(AL) agij/aes exist and are continuous in Q for
1=1,..0k §=1,...,v, and 5 = 1,...,m.

L)

H§=l vy cells is formed by the Cartesian products of

i

A partition of Rk into M
the cells of the partitions of the coordinate axes. We will index the cells of
this partition by o running from 1 to M (the particular assignment of indices to

cells is immaterial). The probability pc(e) that an observation on F(x|9) falls



>
in the oth cell can be expressed by a familiar difference operator. Let us de~

fine the operator Ag H by writing
p (9) = A° F(z|e)
c o} '

The supersgcript specifies the value of 0 at which the partitioning functions
gij (0) are evaluated. We assume that all rg(e) > 0 for all 9 Q. )

Suppose that Xl""’xn is a random sample from F(x|€) and that Bn = en
(xl,---,xn) is a sequence of estimators of @. We wish to allow the observations
to choose the cells by replacing 6 in gij (8) vy én, and to consider the resulting
statistic of chi-square type
Cw_ - (0) 17

o nPG(Sn)

where N& is the number of Xl,---,Xn falling in the gth cell.

~

We must require that en be an asymptotically minimum variance estimator.
Let us begin by requiring only asymptotic efficiency in the sense of C. R. Rao
([7]) and references therein). Suppose A(x) is the vector of logarithmic deriva-

tives of T,

ey = (IR (ele) | 2degt (xle) )

Then Rao's definition of asymptotic efficiency is
(A5) There is a nonsingular m X m matrix of constants B (8), which may

depend on @, such that

n
/n (8 -8)=n Z BA (X)) +o (1) .
i=1

N~

This says that /n (Bn - 9) is asymptotically a linear transformation of the

vector of derivatives of the log likelihood function. Rao has shown that (A5)

"~

implies that the information in en approaches the total information in the samplé.
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But (A5) does not imply asymptotic efficiency in the usual "minimum variance”
sense. For if F is regular, E [ B A(x) ] = O and each component of B A(x) has
finite variance, so that

£y L/n (0 - @) }=u (0, 3JB).

we will therefore require more of B (see the statement of Theorem 1). Our re-

quirements are satisfied in particular when Gn is the MLE and the usual conditions
for asymptotic efficiency of the MLE hgld., In that case en satisfies (A5) with
B=g7t,

THEOREM 1. Suppose (Al) -~ (A5) are satisfied and that the matrix B + B' -

~ o

B J B' is positive definite for all 8§ € Q. Then

4 M-m-1 > o o

.
- p e
{1} "‘{Zi=lzi+>‘lZM-m+ A Ay )

where Zys+-+sZ, . are independent N(0,1) r.v.'s and the hj, which may depend on 8,

satisfy O S_lj <1.

PROOF. Denote the gth cell of the partition generated by gij (8) vy

Iy (8). N is the number of X »+-+,X falling in Ic(en) and we let n_ be the

‘number of Xl:'--an falling in I, (90), where 90 is the true parameter value.

Then if F_ (x) is the empiric cdf,

Ny - By (9,) = n [ a0 B,G) - &0 F(x[o) ]

5] ]
n, - P (60) n[ AOO F (x) - qao F (xleo) ] .

Defining the empiric edf process Wn(x) = /h.[Fn(x) -F (xleo)], we have

'y .
-5 -

(21) n [ -rm () T=n [n -m, (6)]

A A

0 N
+[ Ag wn(x) - Acro W (x) ] -V/n Ag [F (x|8) - F(x}.eo) ].
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Now Wn(x) is a weakly convergent process. When k = 1 the limit is the familiar

Brownian bridge; for k > 1 the limit may depend on F, but exists nonetheless

-~

(see Dudley {3]). Since gij are continuous and 8, - @_ (P) we therefore conclude

that

~

.
(2.2) Ag Wo(x) - a0 W x) = 0 (1) .

Define the vector dF by

y _ ( OF(x]® QF(x|8)
oF —(—%—e-:ll-—L sesns ——é—e—rln—-—>

|9=9
o

]
and agree that Ag oF will mean the vector whose components are Ac applied to the
components of oF. Then by Taylor's theorem, continuity of dF in 6, and (2.2),

(2.1) becomei

n oL N, - nqg(én) 1= n (n, - n2(8,) ]

~

6

(8w /n(e - 0) + 0, (1) .

Since /n (en - 8) is Op(l) and dF is continuous,

~ " e -
(2.3) (B9 3F)'/n (8, - ©) - (4°03F) /n (8, -0 ) =0 (1).

Furthermore, assumption (A2) implies that

eo d 9o :
(2.4) 8.° ( BF(XIO)/BGS] =55~ A F(x]0)
= sg; f £(x|8) ax
I (eo)
of (x| 6
= I 50 L a



Define the vector W (8) vy
. of (x16

w) =(] -Ja-e—l—l ax ..., | 3f(x]0) ax ) .
1

1(e)

c o

Then by (A5), (2.3) and (2.4) ,

- x2,(6) 1 = 0% [n, - np (0,) ]

[}
1
(WM
[ }
=
]

s

1
1 =2
Ve (eo) B n

A(Xi) + oP (1)
i=1

¢ (X)) -wy B A(X)] o (1)

1}
B
M
H
i ja]
I, ]

where the argument 90 is assumed whenever © is suppressed and

Cy (x) =1 - 15 (eo) xe I (eo)

-2, (6) xf1,(0) .
It follows by the multivariate central limit theorem that
1 -~
.2 -2 - . = -
"‘eo {n [NO" nPG (en) ] ) l,...,M } N (O: E (eo) )

where 2 (60) is M X M with entries

(2.5) B =E [ (cX)-w, BA(X)) . (c (X)-w BAX))]

Finally P_ (en) / 18 (eo) - 1 (P) , so that

N -np (8 ) R |
el :o5=1,...,M}- N0, P25 PE
o (npc(en))z ~T~

%

vhere P is the M x M matrix with entries

"~

i

Pcc P(y (90) , C=1,...,M

P_=0,
oT
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It is well known that if an M x 1 vector U satisfies £{U} = N(0, ¢) apd C has
characteristic roots A\ ;---}l then L{U'U} = £ { ZM A Z2 } where the Z, are
1 M2 i=1 "1 4 i

independent N(0,1). Suppose that Ala---,kM are the characteristic roots of
A .
Z P2, Then

2
-0 - f
% {rd-2{zl a2 .

The remainder of the proof consists of an investigation of the hi, and is

1.

1l

a straightforward generalization of Roy's work for k

1

Tet W be the m X M matrix with columns Vg foro =1,...,M. Let also p be

~

the M X 1 vector with entries R: (90). Then straightforward computation from

(2.5) yields

T=P-pp'-W BW-WBW + WBJB'W =P - C ,

o~ A~ ~ ~

where

C=pp' +W' (B+B' -BJB')W.
It is easily seen that the Ai are also the characteristic roots of P-l L, A1l
1 1 ' ~or

Ai > 0 since P 2nP2is a covariance matrix. We observe that

~

%j Py =15 I (wo)s =0, s=1,...,m.

The sum of the columns‘of'z is therefore 0, so that at least one A\, = 0. Denote
i

' ~

by r (D) the rank of any matrix D. Set q = r (P_lIC) = r (C). Then it follows
from

(2.6) det[AE-P'l§]=idet[(1-A)I-P'1c]

~ ~

that exactly M-q of the Xi = 1.

To determine q we use the assumption that D = B + B' - B J B' is positive

~ ~ A A

definite. Then W' D W has rank m since W does, and since the vectors p and LA

~ o~
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are linearly independent, q = r(¢) = 1 + m. Thus exactly M-m-1l hi = 1., C is

~

non-negative definite, since pp' and W' D W are. It therefore follows from (2.6)

~ e

that all hi < 1. This completes the proof.

3. Application of the statistic. The most useful case of Theorem 1 is of

‘course that for estimators asymptotically equivalent to the MLE. In the remainder

of this paper we will therefore assume that B =D = J—l. The applicability of

~

Theorem 1 is restricted by the dependence of the li on 8. We first remark that

this dependence vanishes in the location~scale case.
1

THEOREM 2. Suppose that (Al) - (A5) with B = J — hold and

(8) F(x|8) = F(x-0) and gij (0) = Si +a,., 35 constants;

13

xl-el xm-em

geees ) and
@l m

(B) F(x|0,p) =F (

gij (8,0) = ei +a.. Q.

, a,. constants.

In either case the xi do not depend on the true values of the parameters.

PROOF, We give only a sketch of the proof, which is straightforward. In
the location parameter case (A) it is easy to see that J and'pc(e) are independent

of 9 and that v (6 ) is independent of-Go. Since the ki are characteristic

[e]

! J-l W they are also independent of & .

roots of P - pp' - o

=

In the location-scale case (B) the matrices g and E depend on the scale
parameters ¢l,...,¢m. But it is easy to see that E"g—l ﬂ is independent of
(0,p) and hence that the Xi are also parameter-free. |

We next make the important observation that as we increase the number of
cells used (precisely, as we refine the partition of Rm generated by the 513

(8) ) ail hi converge to zero. The chi-square distribution with M-m-l degrees

of freedom therefore approximates the asymptotic distribution of Tn for large M.
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THEOREM 3. Suppose that (Al) - (A5) hold with B = J°L, Suppose that

~e

; £ = - - 0
M - « and that the éij(9) are chosen so that gil(e) @ and £, 1,9, -1 for all
i and all 8 ¢ Q, and so that sup | £..(6) - E, ()] -o0 for all i and all

i l
j sd-

8 e Q. Then hi =0 fori=1,...,mand all 6 ¢ Q.

PROOF, We can write

L L L _1 L -1 i
P?ZP?2 = I-P2pp' P2 -P23W J WPZ
-1 _i _L _L L Ao
=I-(P2p)(P2p) -(P2W J72)(P?W' J2)
=TI - AA

4
2

The characteristic roots of P2 & P are therefore one minus the characteristic

roots of A A'. The nonzero characteristic roots of A A' are the same as the non-

zero characteristic roots of

u - - L
p' P 1 o) p' P 1 W' Jge
A' A = .
JEy pl P J2ypP Loy J ZJ
But -
-1
t —_— —_
pPPTp = Z p =1
and

p' Py = ( f f(xle)dx ., f gﬁ— £(x|9) ax )
m

[l
~~
o
O
~—

by (A2). Hence
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-
1O

(3.1) : At A= o
2

f~

0! J

wp Ly

~

-1 .
But computation shows that the (i,j)th entry of W P ~ W' is

~

M
of of -1
(3.2) Y (] & ) ( §5F = g
o=1 I, 1 I, J

Use of the mean value theorem for integrals shows that (3.2) is approximately
a Riemann sum for the information integral Jij' It is routine to show that as
the partition is refined as in the statement of the theorem, each entry of

-1,
E.E E converges to the corresponding entry of J. (Details of a very similar

argument can be found in the proof of Theorem 2 in [5].) Thus A'vA converges to
the identity matrix and hl,--oshm therefore converge to zero.

L, An example: the univariate normal family. The manipulations used in

the proof of Theorem 3 also facilitate the computation of the hi, although the
integrals appearing in 3.2 are often quite awkward for k > 1. In this section
we discuss in detail the common case in which the underlying distribution is
N(Ol, 92) with both parameters unknown. The discussion concludes with a short
table of upper critical points of the asymptotic distribution. The methods used
in calculating this table are applicable to the problem of calculating the dis-
tribution of (1.1) in general.

We will of course define our cells in this example by gi (@) = el +a, 62

and estimate the parameters by el = X and 62 = s, the sample mean and standard
deviation, respectively. Then we have
a
a 1.2
[ e [T At weup,
I 1 2 a a2

(¢ g-1
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and a
4) 1.2
2 -3X
[ %g— dx = —%— ‘[ L (x~ -1)e? dx = tc/e2 ,
I 2 2 é Jem
o] -1
where > >
-3a ~2a
1 o~1 ]
V=== (e - e )
/o
2 2
1 1
~38_ -3a
b = e ( 81 © o-1 _ a, e )
¢ Sem -

Setting p_ = @(ac) - @(g@_l) (here & is the standard normal cdf), it follows from

(3.2) that _
2
Zg;l wb/gs Zgil Gtc/Po
-1 _ -2
ETH = 8
M 1 2
zg~l o o/ o Xg=l tc/Po

Since J is diagonal, it follows trivially from the proof of Theorem 3 that ll and

12 are the characteristic roots of the matrix

: 4
-z Wb/pc 2°z Wétc/Po
(k.1)

WM

2
1
z w&tc/;%_ 1-3% tg/pc

b —

The use of equiprobable cells is commonly recommended in the standard chi-

square test of goodness of fit. Let us adopt that recommendation here, and agree

to use an odd number of cells for computational reasons which will become apparent

The M-1 constants ac determining the cell boundaries can now be obtained by

inverse interpolation in tables ([6], for example) of the standard normal cdf.

Since the set of o is symmetric about the origin, it is easy to see that
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z W'ctc/p0 = 0. Thus the li are simply the diagonal terms of the matrix (k.1).

We will investigate the distribution of

M-3
2 2 2 <
1
(k.2) Zi TM%yo ToMZyy s 0<A <y )
21

for M=5,7, 9, 11, 15 and 21. The values of Al and KZ obtained for each M are
given'in Table 1. If L = (M-3)/2, the characteristic function of the random
variable (L4.2) is

o(n) = (1-200) " [(2-2 1 1u) (1-2 A,5w)] 78
We choose M odd to obtain an integral power of (l—2:i.u)_l here. The function o(u)
has a pole of order L at u =-i/2 and branch points at u = -i/2)\l and u = -i/2h2.
If F(x) is the cdf of (L.2), then we have

. ! f ?-iux
(4.3) 1 - F(x) = =" 4 T o(u) du

where the integral is along a line u =%t - 1A, 0SS A< %, in the lower half-plane.
This result is an easy couseqrence of an inversion formula of Gurland (formula
(2) of [4] ) which was pointed out to me by Professor Rubin.

Standard use of Cauchy’s theorem shows that the right side of (4.3) is the
sum of an integral around the pole and an integral around the branch points
(avoiding the cut along the imaginary axis between the branch points). Both
countours are described clockwise. The integral about the pole is - 2ri times the
residue of the integrard at u = ui/2. The residue is computed in the usual way
by multiplying the integrand by (u+i/2)L and differentiating L-1 times.

In computing the integral about the branch points, use is made of the fact
that the radical portion of @(u) changes sign in crossing the cut. Standard

manipulation reduces this integral to the real integral
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1/2\,  -xt
n-l.[ / 1 etx (1-2t)"" [(1-211t) (2h2t-l) ]'% at.

1/2}\2

A linear change of variables transforms this into

1
(h.1) rhop)F [ a(e) [1-521F as
-1
where L )
-ix(As+B .
H(s) = e 2x(As (As+13)"JL (1-As-B)"T

2 1
A =

Ehlke
. xl + k2

2hy Ay

The integral (L.4) is ecasily evaluated by use of the Gaussiep quadrature

formula ([2]; p. 75)

1 n .
- 2.-% n }z T (2n)
H(s -8 2 ds = H(s ) D e |
{1 =) e i k=1 ) (2n)!_22n"l ®)

fqr some -1 < § < 1, Here S, = cos ( (2k-1) m/2n) are the zeros of Chebyshev
polynomials of the second kind. A table of any distribution of the form (k.2)
can now be produced very rapidly. We present only Table 1 of upper éritical
points. Computation of this table required less than 4 seconds of central
processor time on Purdue University's CDC 6500.

An approximation to upper critical points of F(x) which is adequate for many
practical purposes is obtained as follows. Neglect the contribution of the branch
points, which is < 107" for all x if M > 15 and 5_10'” at the seventy-fifth

percentile if M > 7. Expand the radical portion of @(u) about u = -i/2 and keep

only the first term in the integral about the pole. If F,(x) is the cdf of the
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chi-square distribution with M-3 degrees of freedom, the resulting approximation
is

1-F(x) = [(1-4,) (1) 1% (1 - 7(0) 7 .



TABLE 1

Upper critical points %, such that F(xp) =p

17

| M| oAy Ay L ?
éL__ 0.75 0.80 0.90 0.95 0.99 0.9954 0.999
5 | .1030 | .5317 3.559 | hk.oe3 5.442 6.8L4| 10.077| 11.464] 14.683
7 { .0655 | .h037| 5.908 | 6.518 | 8.322 | 10.038} 13.837| 15.423} 19.03L |
9 | .ou70 | .3259| 8.241| 8.961 11.055 | 13.007§ 17.234} 18.971} 22.885
11 | .0361 | .2737| 10.5uk | 11.358 13.694 | 15.8431 20.430| 22.296 | 26..468 |
15 | .02hk2 | .2077{ 15.08k | 16.052 | 18.792 21.2701 26.463 | 28.547 | 33.158
21 | ,0156 | .1530| 21.777 | 22.932 | 26.163 | 29.043 34,981 37.332- 42,489




1
(2]
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(8]
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