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1. Introduction and Summary. The moment generating function (mgf) of Pillei's

V(s) criterion in the central case has been considered by Pillai [8], (o]

and James [3]. 1In the present paper, the mgf's of V(s) are considered in

the following non-central cases: (i) MANOVA and (ii) canonical correlation.
The lower order moments of V(S) for (i) and (ii) in the non-central case were
obtained earlier by Pillai [10] for s = 2 in the linear case i.e. when there
is only one non-zero population root. These results for (i) were extended by
Khatri and Pillai [5], (6], [7] to general s in the linear case end in the
Planar case i.e. when there are two non-zero population roots. Only the first
two moments were considered in the planar case while the first four moments were
obtained in the linear case} The results of this paper further facilitates the

derivation of the general moments.

2., Preliminaries. The following lemmas will be used in the sequal for the

derivation of the mgf's:

Lemma 1: Let S(p x p) be a positive definite (p.d.) symmetric matrix, T (p x p),
a complex matrix whose real part is p.d, symmetric, and .E(p Xxp), a symetric '

matrix , then

-
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qFr(al’ cee ,aq; LIFREE ’br,

= q_Fr+l (al,...,aq; byseensbs S, u) ,

(James [3], constantine [1]) ,

where the hypergeometric function of matrix argument is defined by James [3] as

[}

- (al)K...(ag)K GK(E) CK(E)
(2.2) qFr(al,...,aq; bl,...,br;g,g) = kgo % (bl)‘c...(br)féz(xp) k! ’

where Byseeny a.q, bl,... » br are real or complex constants and the multivariate

coefficient (a,) is given by

P
() = 0 (a-3(-1)) ,
i=1 i

where (a)k = a(a+l) ... (a+k-1), The partition ¥ of k is such that

K:(kl, k2,-.., kp) (kl_>_k2..>."'2kp->-o) ?

Ky 4 aea 4 kp =k , and the zonal polynomials, CK(,§) s, are expressible in terms

of elementary symmetric functions of the latent roots of 5 (3] .

Lemma 2. If S, T and U are as in Lemma 1, then

~ ~

1 j ~tr S | ja-5(p+l) . .
(2.3) r-;-(;y 0 e ~|§l qFr(al,...,aq,bl,...,br,sg,g)dg

= q_+lF1‘ (&l,...,aé,&; bl’”"br; 3’:’ H) »

(games [3], constantine [1]) .



Lemme 3. If S(p x p) is p.d., then

T _(b) I L .
L tr 8 Ty nya-b(p+l)|_nib-a-5(p+
@4)  F(038) = Sy e ~ Azl 2(p+1)] g P-2-2(p¥l)gg
p* p

~

(James [3]) .

Lerma, _15 Let Z be a complex symmetric matrix whose real part is p.d., and let

3 be an arbitrary complex symmetric matrix. Then
1
@5 [ e ZE gt o (s mag = o) T o)lzl® cez )
o ~ ~ ~ ~ ~ ~
vhere R(t) > (p-1) . Constentine [1]) .
2

It is easy to see that lemma 2 follows from lemma 4. A lemma similar to lemma L

has been used to prove lemma 1 which can be referred to [1]. Also note that

tr S
OFO(E) = e ~ and

(2.6) k(T +A) /0D = )

n=0

=

B 1) cn(ﬁ) / C'q(,{) >

vhere ay 5 are constants (Constantine [2]) .
>

e
3. Cdf of V(S) for MANOVA. Let X beapx £, matrix4(p_<_f2) and Y

& p x f; matrix variate (p < fl) and let the columns be all independently

normelly distributed with covariance matrix Z, E(;g) =M and E(Y) = 0.

et zl,..., 22 be the characteristic roots of

Ixx' -2(xy +xx)l =0 ,



mdwr"uwptM&ofiMw-wZ|=O, then the joint density

function of Zy,..., zp is given by Constentine [1] and by James [3] in the

form
HEp-p-1)  H(fy- -1)
-4t 2( o~P P
(3.1) ~ C(D,1,,1,) F, (3V53£,330,1) | 1] |1-1i no(g-2,),
< <
0 ﬂl cee <L <1
t ] t '17( |} l
where L = X'(Y Y' + X)N,Q MM, v=fi+f,
lp2
= {UZ 1 1 L 1
(3.2) Cp,fy,5,) = (% T ()} / {r (3e;) T (35,) T (30)}

and the determinants in (3,1) are expressed as products of the characteristic

roots of their respective matrices, In the context of (i), f2 = -1 and

fl = N-2, N being the pooled sample size of the samplegfrom £ populations.

Here V(s) = V(p) z 2 Now, by an application of lemmas 1 and 2, we get
i=1

L 1o (om
E( -étrg) = e‘atrg 2§P(P l) I
rp(%fl)(gni)zp(P+l) 0

~ v

1
1
(3.3) e trS|g|2vp-Y) [ brlg

J"E. Gtr(It + S T 1~0)L| '2( P“l)lI_Llé(fl'P‘l) 4

Further, using lemma 4 and integrating with respect to L |,
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Again, with the help of (2.6), lemma 4 and a similar lemma, we get

) (3£, ) E%v)n ot C(Z) Cp(30) .
o L B0 (&) KT (1)

1, b
(3.5) E(et trﬁ) = 20T Z

X
Lk, cdaf of V(S) for canonical correlation. Iet the columns cf(g;') be V

independent normal (p+q)-variates, (p<q, p+q<V, Vv +1=n, the sample

size) with zero means and covariance matrix
z z
T =( fl 12) .
Zip Zpp

Iet R = dia.g(ri), where ri,..., rg, are the characteristic roots of the

equation

X - 2. x] = o

-1
? ]
1%, X3 (X, X3) % 5%

~e N2 A2

}\)N

and P = diag(Pi,..., 912)) are characteristic roots of the equation

lﬁd2 ~22 12

Then, the distribution of r?_,...,ri is given by Constantine [1], in the

following form [3]



1
2,1y He,p-1) 5 3(f;-p-1)
1) -1 oet,8,) R (30,dvsde; PP B0 RE] 2 .

P
i} (r? -r2.) 0 ars R O<r§< ...<r2<l ,
1>j S T R - - P
iy
where f2 =q and fl = V-q , Again, in this case V(S) = V(P) = T r?
1=1 *

Now using lemma 1 once and lemma 2 twice and integrating with respect to R2

with the help of lemma 3 we get the mgf of V(P) = tr ]E{2 in the form

2 Q%P(P:'l)r‘ (_l_f )‘I-Pz ‘%V

-zf
)-l-.a t trR tr E T 2 .
e Ee T r2<1v>(2n1>21°@+f’ JR@)’S .
[ &Ry 30 f SRy B
578 N

' -1 2
lFl(%fa; Lv; It + 8,8,1°F ) ds, s, dT .

Again, using (2.6), lemma U4 and a similar lemma we have
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5. Remarks. Khatri [4] has obtained the non-central mgf of V(p) associated
> .

with the test %El Eb, A~ 0, where El and Eb are the covariance

matrices of two p-variate normal populations. However, a factor (2v)Tl

has been omitted in the expression for the mgf and hence the correct expression

is given by

E(etv(p)) - l?\ Z z
‘ K

5 (32, ) By a qt" 0k (Deq (Z-() ™)
) K Cp(D) '

o]
g)Mw

where A =ZI, E;l » f,=mn)-1 and f, =ny,-1, where n, and n, are the
respective sizes of the samples from each of the two populations.

Further it should be pointed out that the moments of V(p) obtained by
Pillai [10] for (i) and (ii) for p =2 in the linear case and those by Khatri
and Pillai [5], [6], [7] for (i) for general linear and planar cases were verie

fied to follow from (3.5) and (4.3) to the extent 2 q coefficients are
b4

available in Constantine [2] and further tabulations carried out by us.
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