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1. Introduction and Summary. Let ;z(p X n) be a matrix variate with columns
independently distributed as N(Q{E). Then the distribution of the latent roots,
0< Wy L ... 8 wp < », of 5“5' are first considered in this paper for deriving
the distributions of the ratios of individual roots wi/wj(i <J=25...5p). In
particular, the distributions of such ratiosare derived for p = 2,3 and k.

The use of these ratios in\testing the hypothesis & Eﬁ = Zé’ 6§ > 0 unknown,

has been pointed out where El and zé are the covariance matrices of two

p-variate normal populations. Further, when I

il

IP, the distribution of the

sum of the two smallest roots is studied for jo) 3, 4 and 5. This latter
criterion is useful for various tests of hypotheses, for example, those re-
garding the number of indpendent linear equations satisfied by the means,
Hsyo i=121,...,p, t =1,...,N in N p-variate normal populations with a
common covariance matrix. ([1],[10]).

Further, the non-central distribufion of Wilks' A criterion has been

obtained for p = 2, 3 and 4. In this connection a lemma has been proved using

some results on Mellin transform.

2. Distribution of ratios of the roots of a covariance matrix. The distribu-

tion of the latent roots, 0 < Wy < L2 < ... < wp <o, of X X' depends only

upon the latent roots of £ and can be given in the form (James [6])

~
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(2.1) K(p,n)]Er%n wi™ o (wi- wj) f exp(-itr >y H') d(H)
~ ~ e o N o~

i>j (p) -

< <
0< Wy < Wy ... =< WP © .,

where the integral is taken over the orthogonal group of (p x p) orthogonal

2 3
matrics H; m = 3(n-p-1) and K(p,n) = ﬂ%p /2Pt 1 (3n) FP(%p) and

b
W= diag(wl,..., wp).

It may be shown that (2.1) can be written in the form James [6]

(2.2)  K(p,n)|g] 2PW|™ fexp(-2bru)} 1
P i)} 1

-1 .
i J (Wi- W,j )OFO(%(EP- z )HE))

] -~

< < < ,.o. <w <@
O<w Wy S e S P N

where

- (al)K .-....(aP)K CK(S) CK(E)
;/c_, (®)) ..._(quK CK(Ep)kf

a b

. where a p’ Pyovees

seees b are real or complex constants and the multi-
1 q

variate coefficient (a), is given by

P
(a);c = I (a - %‘(i'l))k >
i=1 i

vhere

(a)k a(a+l)...(a+k-1) ,



partition ¥ of Xk is such that K = (kl’ka""’ kp), 'kiz k> ees kp >0,
k1+ k2+ aes + ké = k and the zonal polynomials, CKQ§), are expressible in
terms of elementary symmetric functions (esf) of the latent roots of ,§9

James 6] .

It may be pointéd out that the form (2.2) can also be viewed as a limiting
form of the non—céntral distribution of the latent roots Khatri [4] associated
with the test of the hypothesisé ‘§1'= Eb, where Zh. and L, are the covari-
ance matrices of two p-variate normal populations,when. n, = o , where n, is
the sizé.of the sample from the second popﬁlation; Now, if we wish to test
instead the null hypothesis 6 Eﬁ =T, 8 > 0 unknown, the ratios of the
latent roots would be of interest as test criteria. 1In this context, in the
limiting form (2.2), L should be replaced by & b Eél

Now, let Zi = wi/ wp,v i=1,..., p-l; then the distribution of

2 4, v, can be written in the form

1 Ay
sp-3n  Spn-1;im : 1 :
(2.3).  K(p,n)|s|™2" w2 [LfMz-n] 4 (2, - £.) exp -z(w_trL, ) y
~ P Rt i J p .l
© k -1
[Z Y z Ce(L-Z7) CK(BJ.,)]
‘ C,.(I)
= 2 o «(Ip
. where

o e . = diag(Z 4
2 = dlag(ﬂ,l,...,zp_l) and ’El dlag( l,---: p-l:l)

Integrating (2.3) with respect to wp, then the distribution of Zl,..., zp-l

is of the form



1 _
(2.4) K (e,m)={2" (L™l - 1] 0 (.- 2,)
1 ~ : ~ ~ ~ i>.j 1 J

[ Z. g—l-zgmk z Ce (L - E’l) CK(,IJl)J

Spn+k
€ Ce(Zy)(trLy )

1
where Ki(p,n) = 22P8 K(p,n) .

Case i. Iet p =2 in (2.4), then the distribution of 4 = wl/ W, 1is of the

form

-1 20
v %(Zom Z7) 0l 4)n
n+k 4 CK(E,p)
K

@3 mEwE” = 203 [y I (n+k)
o K+ (1+2)

Case ii. Putting p =3 in (2.4) and by the use of the results of Khatri and

Pillai [5], the distribution of zl,z can be written in the form

2
1 L(n- | |
(2.6) 1) 1217 (2 5,70 (0,0 )00 00,)
o T(a) - (L2 & o 8, 0
[2. KT L CK(I) Z L Py © 1(0 .o,)

k=0 K i=0 1)

2 - -r-
Z( ik) 47 (1+4,) ak] .

r=0

vhere a, = (3n/2) + k, by are the constants defined {71, and M is the
. bl

partition of i into not more than p elements.



It may be noted that the distribution of zl and of 22 can be found by

Zl o ll 12 -T=8
0 2 )= T a; ; % %, and expanding (1+22)

s 2
l+12—1 1°72

then integrating 22 and zl respectively.

writing Cp k

Let ry = 21/22 so the distribution of rl,zg can be written in the form

= "oy (1, - £
D Gl E A ey [ 7 T o
k=0 K K ~p
4 j; 10 S "%k, r - “F=8. n-2+i+r+h ]
L) metlo ) ) GO Y (g (1-2,)(1-r)2,) |
i=0 1 |

r=0 h=0

Integrating (2.7) with respect to 12, the distribution of ry can be written

in the form

: ' © -1 k
_ 1 Z(H_M) r(a) Cc(I-7) -
.8 2 |
(2.8 Gzl ar | Z o(L,) 2L e
_ k=0 K i=0 1
1 0O = “a L, > ~T=a,
Gl V) (O ){e<al,e) rB(a;+1,2)1 |
r=0 =0
where a, = n~l+i+r+h

1

Case iii. Let p =14 in (2.4), then the distribution of 21,22,13 can be

written in the form

3
(2.9) K (’4 n)'Zl 2n n {1’2(“ 5)(1 E )} o (g - 2.)
i=1 i>j 1 J
® ’ -1, k
I'(2n+k) c (,J+ -Z7) e )
['kgo k!(1+zl+,¢2+z3)2“+k X ‘(~p5 1§=Jo 6,0 S ]

K



where L= dlag(zl, o 3) .

Now, let r, = 21/23, i =1,2 and integrate £

3 from O to 1, then

the distribution of TysT, can be vritten in the form

(2.10) K (b, n)IE!-Zn (r ry )2(n -5) (l-rl)(l-re)(ra-rl) [ E: ES%E:E)

75 ]

k=0
Coe(rwh) k
2 L B ORy) Z ('an‘k)(rfra) Z (e
R r=0 h=0

{e(p,a) - (rl+r2) B (b+1,2) + r T, D(b+2,2)}]

where b = %(n-l)+i+h+r end R, = diag(rl,rg,l) « Now, we can find the dis-

tribution of r, or r, by expressing (rl+r2)r in terms of zonal polynomials

of R= diag(rl,rz). and using the method outlined in Pillai and Al-Ani L[6] and
<

1 such that 0 < r,

Now, let ri =r,/r,, then the distrituticn of r! can be written in

1
the form

integrating with respect to r, or r <1l .

| (=Y ¢
(2.11) | l(’-l- n)lZl Zn rca(n 5) (1- rl) z 1"(2n+lc Z KC,;,:%I,\,) Z Z
P i=0 1

k=0 i ~

i

r' 0
g ). Z b . ¢ (G ) Z (") (ap Z (~2n-keer)
t=0 r=0 h=0

{B(,2)8(c,2)+r][8(c+2,2)3 (v+2,2)-B(C+1,2)B(b,2)]

+ (lfri)B(b+l,2)(riB(C+2,2)-B(C+l,2))-;25(b+2,2)B(C+3,2)}



where c¢ = n-2+t+r and the constants bl . and T are defined in [8].
2

3. The distribution of the sum of the two smallest réots. et £§=1I in

]

(2.2) and transform g = %wi, i=1,...,p, we get the joint density of

gl,...,gp in the form

D : _

m

3.1)  Klm) T (gje ™) T (g -g), 0<g <g,<...<g <.
i=1 > d P

i

- In this section we will derive the distribution of Ml g * g5 for p=3

and L.

Case i. Put p =3 in (3.1) and let M= 4. + zé, G = #,4,, where

1
Ei = gi/g3, i =1,2. Then the joint distribution of M and g3 can be
written in the form ‘

M/l

o

-g_(1+M)
3 P J ¢M(1-MG)AG, O <M< 1,

(3.2) K, (3,n) e ;

Further, transform Mi = g3M and we get

. _ ‘ -g,+M)
(3.3) G ™2 (g - w720 o emz))) &

where

Ky(pon) = K (pon) / [ (m+1)2%™3)

Now integrating g3 from Mi to © we get for 0<M<1



-M ' .
1 2m+2
K,(3,n) e Mi [a, T(4 25 m+3) + a) My I(M;,®5 m+2)

+a, Mi I(M,®; wrl)]

X

; 2
vhere a =1, &, =-1, a,= (m+1)/{4(m+2)} and I(xl,xe;q) = I e xLgx |
. Xy
- /
Now we consider the case when 1 SM<2 ., ILet Ei = l-zi,i = 1,2 such that
M' = 2-M, G' = (1-M+G), then the distribution of e and M' can be written

in the form

B3(3M') s riemr/2)2R 102 g /202 Loat Y2 7
(3.4) £, (3;n)e : g3m* [LTE%Té—l (Mﬁ -4 mfé ) )+ Em+i)zm+2) )

Integrate (3.4) with respect to &35 from M¥/é to M, and combine the result

with (3.3), then the distribution of M1 can be written in the form

2
3.5 KB e [ a it I() fy,@5mv3-4)

i=0
M1 » -
2m+2 -1 2m+2 +2
+2 (m+2) I g3m (14 - g3)m e 3 dg3] )
M /o

<
O<Ml ® .

Case ii. Put p =4 in (3.1) and integrate g),> then the distribution of g

and M is given by



—g3(2+M) m+2 o Ym+7-r
(3.6) K,(i,n) e T M CS DS
r=0

[(avw) {-w2)Parf/h(me2)) + a,0f {(1m/2)Pof b (me3)) ]

where a = (m+2)! / (m+2-r)!, b=(m+l)!/(m+l-r)! and O<Kl, C =nm! / (m-r)!
As before transform M1 = gBM, and integrate g3, then the distribution of

Ml’ for 0 <M< 1, takes tine form

' M m+2 3
o g Y g
' r=0 i=0
2

a! I(2M, , @) 2m+5-r-i) + aecmim“+ Y 2”“2»4; b, T(2M, ,;

i
i=0

2m+3-r-i)}, 0<M<1,

where aé = a, ai = -(a+b), aé = a(m+l)/{ (m+2)L4}+b, aé = -b(m+l)/h(m+2),bo=l,

by = -1 and b, = (m+2)/4(m+3). Now, when 1 <M < 2, as before, transform
to M' and G' and integrate out G', and further transform to M = 2-M'

.and M1 = g3M and integrate. out g3 between Mi/2 and Ml and combining

the result with (3.7) we get .



(3.8)

where

m+2

: i
1(2(,-1' n) e l Z (I‘+l) [ 2m+2 Z 2r+1-m~7
r=0 i=0

. m+2
My Iy 2mer-ie5) + (@i2) "L {(ame) ) (UF2) (1)t
i=0
m+2

g(r,i41) + (c-b) ) (%) (-1)1 g(r,i) - ofm3)™
i=0

Com+3

Z (mi+3) (-l)i Qg(r,i) o 0 < Ml < o s
i=0 '

g(r,i) = 2¥~1-2 M$+3'i I(M,, 2M, ;3 3meb+iew) ,

¢, = la, ey = =L(a+b), cy & (c+a)(m+1)(m+2)'l + 4y

0

cy = -(c+b)(m+l)(m+2)fl, and ¢ = Clm+1)/{h(m+3)} .

10
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Case iii. Put p =5 in (3.1) and integrate and gy, then the distri-

&
bution of g3 and M is given by

6

-, (3+1) -
3 3m+5 m+2 M7 -1 j
(3.9) K,(5,n) e g0 WY

r=0

where - Tlo = 0 11—/(m+l): 'ﬂl ( l i,5° )/(m+l P

o 1,J

Ty = (K5 K, sa)/“(m*e) 5,57 K,y )/ (1)
Mg = (1,57 Ky, 5% Buyg /4 002) - Ky 4o/ (i),
My = (K 5,57 Ky,gy )/ m2) + (G L o+ K /2" (w43),
M = (X, . .- K_. .)2h<m+3) and 1 % K_. ./26(m+u)
5 hyisd 5315 ? 6 515
and the Kz,i,j are defined by
2m.+7—i-£6 +
. ¥ (1) (2) :
(3.10) Ky 1,5 = E; }2 J+l [ (mt+7-i- L .) -8, (2m+6-1-£6_j)
j=0 = .
+_a§3)(2m+5-i-z6_j)] 3
where '
L , for ¢=0,1, and 2,
26 - %, for £=3,4, and 5,

and 4 for 2=0,1,3

K = {3 for fg=2,k4
2 for =5

and



L@ (3)

12

(L) _ (. - -
ay " = (m3) ;0 al s —a (mi2) L o5 et = (me2) o
(1) _ (@) (2)_ (3) _
1 T % ap = by () pgs a7 = -y ()
(1 _ ,3) (2)_ (3) -
(.11) 2 o ap mmoy(ml) 5ps a7 = (ml)
(1) . (2)_ (3) . |
a3 —vdi(m+l)_i+3, a3 - -ci(m)_i+)_|_’ a3 - gi(m)_i+3
L) ) @) _ (3) _
, T oy =) s o =ay(n)
(1 _ ,6) (2) _ ,.(3) (3) _
ag " =", 2 =a,”" , ag”’ = (m)_i+l
and (a)_;,p = aa-l) ---- (a-isb+l); a = 2, &, = 2MsT-1, & > 2;
b, = b, b, = lmtg and b, = (2m+7-i)(2m+5-i) + i-1 for i > 3;
¢, =2, c, = emt5-i for i > 2;.d) = 2, d, = om+l4  and d; = (m+2)2 +
(m+3--1)2 for i > 3; e = h,_eé = hmt6, eq =i§o(m+i)_2 and
e, = Eo(m+2--1+K)3_K(m+l)K for i > L; g = 2, g, = 2m+2, g = (m+l)2 +
(m+2-1), for 12358 =2, 4, =2m-i+3, i >2, k, =L, ky = bm o+ b,

k, = ln® + 16m - bim + 3% - 73 + b for i3> 3.

3

As before transform Mi = g3M, and integrate g3

bution of M

5 for 0< M< 1, takes the form

6
-M
(3.12) Ky (5,0) £™F e ) M I(3M 05 3me10-1

r=0

then the distri-

_jop f3mr10-i-j-r
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Now, when 1 < M < 2, proceeding as before, and combining the result with

(3.12) we get

(3.13) Ky (5,n )" ot [aw)™ Y 3™ .l - 1(3m/2,053m10-4-5-r)

r=0
m+2 ‘ g
™2 Y (M) (1) ) p S 3s+i+j+r1(3ml/2,3M1;um+1o+s-i-j-r)]
r=0

where K3(5,n) = K2(5,n)/3hm+lo s
Po = Ko, g, 5/ (1) (me2) - K3,i,j/(m*2)(m+3) " K g,y (3] (med),
pp =Ky D) (mR) ¢ (g - )/ (2)(me3) = 2Ky oo/ (me3) (k)
P, = K2,i,J/(m+l)(m+2) + K . /(m+2 (m+3) i,j/(m+3)(m+)4)-

4. The Non-Central distribution of Wilks' Criterion. In tnis section we

snall derive the non-central distribution of Wilks' criterion, namely

(p) H (l-r ) where r
i=1

the equation

A =W .,rp are tne characteristic roots of

100

18, - =(8, + 8, =

where 8 is a (p x p) matrix distributed non-central Wishart with s

degrees of freedom and a matrix of non-centrality parameters Q and Ee
has the Wishart distribution with t degrees of freedom, the covariance
matrix in each case being % . For this, first.-we state below a few re-

sults on Mellin transform and then prove a lemma.



Theorem 1. If s is any complex variate and f(x) is a function of a
real variable x, such that
| | ® s-1
(4.1) P(s) = [ =" £(x)ax
o

exists. Tnen, under certain conditions [3]

c+ie

1 -5
(4.2) £(x) = 5 j ~ x7% B(s)as.
c-io
F(s) in (4.1) is called the Mellin transform of f(x) and f(x) in
(k.2) is called the inverse Mellin transform of F(s). Now we state

another theorem [3].

Theorem 2. If fl(x) and fe(x) are the inverse Mellin transform of
Fl(s) and Fz(s) respectively, then the inverse Mellin .transform of
Fl(s) FQ(S) is given by

c+io o

(h.3) = [ =T ()R, (s)as = [ £ (eyte/u) - B
C 2l Tce-iw o v

Further we use theorem 2 to prove the following lemma.

Lemma 1. If s is a complex variate, a, b, ¢, d, my n, p and £ are

reals then

1k
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T = 1 I xS ['(s+a) T'(s+b) '(s+c) I'(s+d) 4
T ooli csie T(s+a+m) T'(s+b+n) T(s+cip) [ (s+a+s) s
(4. 1) . Xd(l . X)m+n+p+,e-l Z(d+12,-a)k EZ (p)r(b+“'c)r ‘ X)k+r
- '(m+n+p) k! r! (mtn+p) -
k=0 r=0 r
I(mtn+ptktr)

T (v pr Lk T) 3F2(a+m_--b,n+p+r,m+n+p+k+r;m+n+p+r,m+n+p+,q,+k+r;l-x).

Proof: ILet .Fl(s) =-{P(s+a) I'(s+b) F(s+c)/F(s;a+m) I'(s+b+n) I'(s+cip)],

Fz(s) = r(s+d)/f(s+d;z), then

[ee]

¢ (p), (brn-c)

_ va LAMtn+p-1 -1 _ v\
£, (x) =%X%(1 - x) [Flwntp)]™ ). S TN (1 - %)
r=0
(4.5)
2Fl(a+m-b,n+p+r;m+n+p+r;l - X),
x4 - x4t
and fe(x) = ) , 0< X <1, [4].
Now by tne use of Theorem 2 we get
I = Xd J\l ua_d..z (l _ U>m+n+p-l YZ (P)r(b+n-c)r
I'(¢) I'(mtn+p) r!(m+n+p)
X =0 r
(4.6)
(1- v 2Fl(a+m-b,n+p+r;m+n+p+r;l - U) (U - x)’z’l du

Further, put uw =1+ (1 - X)t in the above and by simplifying we have
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. ® o

1= I'(e) I'(m+tptn) Jo L k! _ L r!(m_-l-n+p)r
: =0 =0
(4.7)
(a+m—b) (m+p+r) k+i+r m+n+ +k+i4r-1 2-1
Sﬁ (1 - %) TP (1-t)"""at

.(m+n+p+r)i

Now integrate (4.7) with respect to t, then the lemma follows immediately.
The moments of the Wilks' Criterion has been given [2] in the follow-
ing form.

(4.8) E{W(h)} = [Pp(h+%t) rp(v)/rp(t/e) rp(h+v)] 1Fy (n; n+v,-Q)1

D
where v = 3(s+t), and T _(u) = T (u-3(i-1)).
2 .}
By using Kummar transformation then (4.8) can be written in the

following form

u.9)  mw®y o 1, (mt) r(/T,(8/2) T ()] &8 F (vsmevs)

1

Case i. Put p =2 in{.9), then

© (W) €, ()
h I'(2v-1 -trQ . T T'(
(v.10) Efu®)) - 2—(2';1'(:_)3 DN "“_1'2 — rg§32s+?fi) Tlrrisvky)
k=0 K

whnere 1r = h+%t-%—and kl > k2 >0, kl +1<2 =k ,

then
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® C,.(Q)
ay)  r®) S EEL ) 2? K —r
25T (4-1) k=0 K
ct+iew .
- Jrc_iw (23 [0() ed)/D(redsr,) Dlredsvden ) Jar .

Now, by tne use of the results of Consul [L4], we get the denisty function

of W(Z) in tne following form

©

(v), c (@)
az) @)y - zéﬁ?iiis fw(g)]Z( "3 exp(tr- Q) - 5- Sﬂ "ETTTEZ§3—
. k=0 K
(2)\s+k=1 1 1. . 2)
(1-w*<7) Fl(gs+kl,%s+k2-2,s+k,l-W( ) .

Putting (0 = 0, then the central case can be written in the following

form

% s-1
(b.13) (u(?)y - L(v-1) W@ @u®) T r (s/2, (s-1)/25850-03))
2% r(t-1) TI(s) 2

It may be pointed out that (4.13) can be reduced to

] 3(¢-3) s-1
G BT W el
by observing that
(4.15) oF (s/2,(s-1)/25831-U0) = 2é—l/(lﬁ/ﬁ)s—l ([11]) .

W(2)

Also the density function of can be written in the following form

by the use of the results in [3].



$(¢-3) (v, c ()
k=0 K
st2hy-l giok 1
k k,-k , 2 r/2
(4.16) w2t N ey @7

kK, -k +1;1 - w(z)).

2Fl(kl--k2;(r+l-s)/2 - ky3ky 5

Setting r = 0, then (4.16) reduces to (L.1k).

Case ii. Put p =3 in (4.9), and by the use of (4.2) the density

(3)

function of W can be written in the following form

Ly(v) 1 i (v), C,(Q)
17) w3y - %(WES exp(sr-)u(DyEE) T v e G
k=0 i

. -1
1 JC““’ W3 ree) rGed) r(esl)  ar

2Hi cmico F(r+§s+k3) F(r+§s+k2+§) F(}+§s+kl+l)

where klz }%21%?_09 kl+ 1%+ }<3= k.
By (4.5), the density function of W(3) can be written in the form

T (v) s-1

(:.18) 203y - B exp(or-g) L) (L y(9))
3

<<} [--}

(v), C.(O) (2s+k;) (3(s-1)+k,)_
Z Z K T(3s/2%%) L r! (3s/2+k)_
k=0 .

K r=0

(- W(3))r+k

1 . (3)
gFl(E(S-l)+k3,S+kl+k2+r;3s/2+k+r,l - W),

18
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Case iii. Put p =4 4in (4.9) and by the use of (4.2) the density

(L)

function of W can be written in the form

L, (v) 3t-5) & o (v), C (@)
(4.19) . £y = —“—(—r) exp(tr-0) W) T T z-—{ﬁ—“—
k=0 K
. 3
L (oM r() r(eed) P(en) r(ed) YT ar
ZIER

I(r+d S+kh) F(r+§s+—+k ) F(r+ s+l+k ) T(r+ds+ %+k )

¥ > > > > k = .
wnere kl > k2 > k3 > kh > 0, and E N k
i=l

(L)

By using lemma 1, the density function of W can be written in

the form

I, (v) 1
(h20) ™) = '1;;7'40755 exp(tr-) (wl*NE(®-2) (o y(h)y2s-1
> (v), CK(Q) ® (%(s+3)+kl). >
L)L T ¥ 2 ]
k=0 r=0
=0

(Mo, (Ba-)wk,),
F(3s/2+k-kl+r)r!

r(3s/2+k+j-kl+r)

w(h))k+j+r
I'(2s+k+j+r)

(1 -

F_(3(s-1)+k sSHR Hh 1,35/ 2+k-k +j+r;3s/2+k~k, +1,28+]+k+r;1 - w(u)).
32 L .

1 1

3

It may be pointed out that the non-central distribution of Wilks' criterion
could be found for more than p = 3 by extending lemma 1. However the

distribution would be complicated.
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