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0. Introduction end Summary. In this paper, exact non-central distributions

of individual characteristic roots have been obtained first in two and three
roots cases in connection with tests of the hypothesis 8 Eh= Zé ; where zh
and Eé are covarience matrices of two normal populations and § > 0 » known.
Powers of tests using individual roots are tabulated for the test of this
hypothesis against various one-sided simple slternatives and comparisons of
powers mede. |

Further; the central distribution of the second largest (smallest)of
S non-zero roots following the Fisher-Girshick-Hsu-Roy distribution under
certain null-hypotheses has been derived in series form. The distribution
of the characteristic vectors is obtained next corresponding to the largest
And second largest root of & sample covariance matrix. The three roots-case
is dealt with in more detail.

While the earlier sections deal with the studies of individual roots, the
last two secfions present the distributions of differences and ratios respec-
tively of characteristic roots which again follow the Fisher-Hsu-Girshick-Roy
distribution. In regard to differences, the study has been carried out up to
(including) the four-roots case while for the ratios, results have been obtain-

ed up to five roots.
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GP-4600 and GP-T7663.



1. Non-Central cdf of the Largest Root For Testing § 2= 5t Let Si(pxp),

(1=1,2) be independently distributed as Wishart (fi’P’Zi)' Let the char-

-1 -1
acteristics (Ch.) roots of Sl 5, and z zé be denoted by c; and
Xi,i=1,...,p respectively such that 0 < cy < <, < ... < cP <o gnd
0<Ay <.vs <>\p <. Iet g, =5 ci/l+5 ¢; » i=1,...,2; § >0 and

G = diag (gl,...,gp) and A = diag (xl,...,xp) , then the distribution of
gl,...,gp is given by Khatri [47] in the following form

L

-3f

2

(1.1) e(p,mn)jsp] ~ * |gI® lz-e|® n (g;- g5) 1T (3 v5 A358)
i>j

where

c(p,m,n)= [ﬂp/2 I, T{z(ementp+iee)}l/( H r{z (2m+1+1)}1‘{2(2n+i+1)}1"( 3)1 ,
i=1

A

A=TI- (%)-1, m = -;—(fl-p-l), n = %(fe-p-l), f,+f,=v and .F, ds the hy-

1o

pergeometric function of matrix argument defined by James (3] as

12°°°> 't’ S 2) =

)

k=0 K

(1-2) SFt( ,--.,a H b

(dl K:......(a. )K CK(S)C (T)
(b ) (b ) K(Ep)k!

where

al,...,as, bl,-...,bt are real or complex constants and the multivariate coef-

ficient (a)K is given by

(1.3) (a), =

ll =g

(a-3(1-1)),

i=1 i



(1.5)

where

(1.4) (a)k = ala+l)...(a+k-1)

>,..>
Ky 2 e 2k

and the zonal polynomials CK(ﬁ) are expressible in terms of elementary symmetric

and K is the partition of k such that & = (kl""’kp)’ ky > >0

functions (esf) of the characteristic roots of S [3] .

Now define by V(qp,n;......; x',x", Qs Biewceees ql,n) the determinant

1 ) 1 x 1 X3 X2
J xgp(l-xp)n dxP sz?l(lmxp_l)ndxp_l...f xjp(l-xj)ndxj...J xzp(l-xg)ndxzj xip(l—xl)ndxl
' X x? 0 0

xp-l p-2
1 1 x" x Xy

q : q q a n q

1 . n 1 - n I 1 . n 1 _ I (1. n, |
pr (1-x ) ax pr_l(l 2y )@ peee [at (xVaxgees [ 1, (00y) @, [ 2y 21ex) ),
x X x! 0 0
p-1 p-2 ,

It may be observed that the cdf of the largest root from (l.l) under the
null hypothesis 6 % = 5, can be thrown into the form V(O,x;qp,n;...,ql;n),
which for simplicity of notation will be written here after V(O,x;qp,,,,ql;n),
multiplied by C(p,m,n) [67, [7], [9]. Further, in view of the fact that the
zonal polynomials CK(§) in (1.2) can be expressed in terms of the esf's of
ch-roots of §’, by the use of Pillai's lemma on the multiplication of the basic
Vendermonde type determinant by powers of esf's, [9], it is easy to see that the

non-central distribution of the cdf of gp in (1.1) can be expressed as & series



whose terms are linear compounds of determinants of type V(O,x;qﬁ,..,,qi;n),
where (qﬁ,...,qi) may differ from term to term.

Further, it has been shown that [67, [7]

| -1 ,,(s) _(s) (s)
(1.6)  V(0,x50,q, ;,-+-,q;5m) = (q_+n+1)™" (&'%7+ B'S/+ a ¢ ),

where
1

s 8 s-j-1
ale), -Io(O,x;qS,n+l)V(0,x;qs_l,-~-,q1;n), B(8)2 Z(-l) J I(O,x;qs+qj;2n+l)
J=s-1
v(0,x3q (s)

g-1’" ”’q,j'*l’qj-l’ e ‘)qlSH)JC = v(O;Xiqs'lqu’l: .. ';qlin): Io(x';-x”}qs:n*‘l) =

1
1 X

q x :
X s(l—x)n+l | , ana I(x',x";q,r) = [ x3(1-x) ax .

x! !

It may be noted that c(s) vanishes if q =g 1 . Using (1.6) in each of

4
s~1
the determinants of the linear compounds involved in the series obtainable
from (1.2), after the necessary number of reductions, the cdf of the largest

root (gp) can be ultimately reduced in terms of simple incomplete beta

functions.

2. DNon-Central cdf's of individual roots. In this section we give the non-

central cdf's of individual roots, associated power function tabulations and
comparisons of powers for testing § Zl= Eé against various simple hypotheses.

a) Non-Central cdf of 8- Now putting p =2 1in (1.1) and using the method

outlined in the preceding section the cdf of the largest root is obtained in

the following form:



, 6 6
(2.1) Prig, <x} =k {-IO(O,X;m+l,n+l) [( 2 Bixi-)I(O,xsm,n) + ( zcixi'l)l(o,x;mﬂ,n)
1=0 1=
6

+ ()D,x"%) T (0,x5m2,0) + B T(0,x5m43, 1) |
i

+2 [(B6+ Cg* D+ Bg) T (0,x;2m+7,2n+1)
+ (B5+ cS+ D5) I (0,x;2m+6,2n+1) + (Bh+ C),+ Du) I (0,x,2m%,2n+1)
+ (133+ 03) I (0,x;2m+h,2n+1) + (32+ c2) I (0,x;2m+3,2n+1)

+BI (0,x;2m+2,2n+1) + B, I (O,x;2m+l,2n+l)]}

fl

et Sty

vhere k = (62h1k2)2c(2,m,n)B's, C's, D's and E, are obtained from Pillai
[10]1 vy méking the following changes:

In the Aij coefficients in [107], delete each linear factor involving f2

in the denominator, each linear factor involving v in the numerator should

be raised only to a single power instead of two and bl and b2

changed to 2 - (l/"f 1/x2)/5 ant [1-1/(5x1)]‘[1-1/(ax2)] respectively.

should be

In obtaining the cdf of 8, in (2.1), zonal polynomials of degree 1 to
6 were used. The expression for the cdf of g, in (2.1) has been used to

campute the power of test HO: 8 Zl = Eé, 6 > 0, known, against

P
6§21, i=1,..,p, = (5xi) > p , for various pairs of values (ékl, 6h2) and
i=1

the results are presented in table 1.
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2(n-h) - . _
(5.12) ( Wy Oy ) 1>J(wi~wj) sin 933 exp( b3 w3)
o k
i k-1 i k-1
LZ ] E(l)be by Twp ey T
=0
where

1ne
=-2(sin6—coseee)<ll 12)(‘; >,
- 8
812 %o o8 Son

cos e

S | 811 %12 >( 2>
b, Z{cos 922 sin 622) < . s

810 8o sin 65,

is given

Iet 4 = wl/w » then the distribution of 933, 632, O L15 W) Wy
by
) ® wk k
L n- Y 2 k
(w-w)sin 933 exp(- ~bst 3)[L, F—Z(l)
k= i=

1
(5.13) k wg‘(“'

1 s i
( (l_z)22n+k-1-2 . we(l-ﬂ,) £2n+k-1 l)]’ .

i.k-1
b2 bl
Integrate (5.5) with respect to £, then
n-2 3(n-4) _ . L
(w3 w2) sin 633 exp(--b3 (~.>3)

(5.14) x wy 03
(o B(%n+k-i-l,2)-w2 B(%n+k-i,2)):|

® C.)k k
© %7 oky o 1ked
[; mr ) () v by
k=0  1i=0
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Again meke the transformstion t = wb/w s> 1integrate with respect to t and

then with respect to w3 s> we can write the distribution of 933,932,622 in
the form

(5:15) X sin e, I:T FBME);I%&Z (5) 2 b k‘
k=0 &’ 1=0

8(n+k-1,2) 5(En+k-1-1,2)(1- gg:ﬁg%@ﬁ;}l{fl =7 |-

For any p , integrate (5.10) with respect to 3(p-2)(p-3) independent

elements of E§_2 by using Lemms (3.2) of Sugiyama [15], we can write the

distribution of Gy enes s eij(i=p,p-l;j=i,...2) in the form

(5.16) % (n(®-2)F /2/r (3p-2))} o0, )2(n'P'1)'w 13(m-P-1) o (cnrp b o)

~ P~ P P
2 2
. j=2 . J=2
exp(-3h! 1D ;nh g —l) I gin 6. 0O sin O 1 ;
-1 ~p-1 "p-1 “p-1/ P 5ep1 p-1,j

(e o )[z 2 lee(-3 2, 5) 0 )/t c(z, 1] -

Now make the transformation zi = wi/wp-l’ i=1l,...,p-2, and using James [3],

the distribution of 4 zé,.r.,ﬂé_e, W1 O eij(i=p,p-l;j=i,...,2) can

be written in the form



_ Dy - o
(5.17) k .{ﬂ.(p 2) /2/ 1- ( (L))‘l 2(n+p 5) Pfgp p-n- l)((.) - !p_l)
l(H'P"l) 1
112 - - -h! £
fz |z },’ligj (25~ £;) exp (-3n D, By @,)
2 2 .
-2 . J-2
exp(- ~h' D _ ) o san g.. U sin e _
-1 ~p-1 pl pl_p PJ 5 p-1,
© p-2
L2 D) {at®,0) s e e ot
k=0 £ j=0 (1))~

e
w;(J-) k! X(Elj)(l) ck(i)}} :

Now by multiplication of two zonal polynomials [4] and integrating (5.18)
with respect to o< zl < zé Lo Z 25_2 <1, we get the distribution of

Op17 Op eij(1=p,p-l;J~_i,---,2)

2
ptly A(ntp-5) L . j-2
(5.18) krb_e( 5 ) QS exp( 2hé Ey h. w ) I sin 2}

PP PJ
2 [ond [oo]
M sind” Yoy Y Y iewient s | o(-B )
- /. £y K'Y “p-2
J=p-1 Lt [rzo kL=J 0K Z T (K,IJ) ’

1(p- Ly 2(np~n~p-1)+k+1+r

I (503° 1ot 1 1
o (30) hr.ﬁﬂ%u)%g>%£@@maxﬂﬂ

where T and g . and ¥ . (l) as defined in section 4. Further let
(x,19) (219)

NS m , integrate £ and then @ s the distribution of eij(i=p,p-1;j=i,.,,2)

vin the form:
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(=]

: 2 . 2 .
(5.19) xI'_ (3(p+1)) 1 SinJ~2 6 .- 1 sin‘]"2 8 . [E: E: N
p-2 j=P P s _1 P"l)J L
J=P r=0 k=0 K

}; Y {(-1)%(23): ¢ ( ) G(-852) G(T) (-3} ;D n )

Jg=o T

B(3(rp-n-p#1 )+ietj4r, 2){(npir )} /(51 Pkt vt 5.(1)
(217)

D) Ty p (Blaspsn), iy A Iy]

%
6. The Distribution of the Differgnces of the Characteristic Roots .

In this section we find the Joint and the marginal distributions of the
differences ei- ej » 1> when p =2,3 4. First we observe that the
distribution of zl,.,.,zp_l, ep is given by Pillai [12] in the form

mp+(p-1)(1+43) p-1

(6.1) c(p,m,n)e (1-0)% 1 {2 (1-n o )" (-2} m (2,- 25 )s
i=1 i>j

where
L. = ei/eP s i=21,...,p-1 .

Now consider the transformation d, = ep(l-zi), i=l,...p-1, then

dl""’dp-l’ ep will be distributed as

(6.2) c(p,m,n)|D} m (d -4 )‘z Y (-m) z (—!'-)—-g—-r-l—) s C(D)C(D)emp d(l 9 )np-
k!

|
i<y a=0 5 9 ¥o%

This section was written because of the interest of J. W. Tukey in the study.
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where K, & are the partitions of k and d respectively and D =diag(dl.-..,d 1)'

Now integrate (6.2) with respect to OP > then 4d,,... ’dp—l are distributed in

the form
(-1 (-n),
(6.3) e(p,m,m)!D} = (a,- a. )[T Y s Z‘”————ﬁ € €,(D)
i<y ' " k! ~
d=0 § k=0K
CKQB) I(dl,l;mp~d,np-k)] , 0< qp_l < oo < dl <1l .,

For p =2, (6.3) reduces to

m n
(6:1) £(a) = e(2,mn) [ T (M(-1)) T () @ (%)x(q 1 me,041) ]
j=0 1=0 »

For p = 3, the joint density of d,, 4, can be written in the form

"2
: 2 ( 1)%(-n)
(&S)d&mm)[Z:z al Z iy - Z WmK)Z
a=0 § k=0 K i+j=t

. RN
iyt(ay = a5 ay 1(a,1; 3m-d,3n-k)]

-

where 85 1 is as defined in the previous sections and h]T.jj are such that
’ ,

c(1°%9)= ¢ nf di dg , T is the partition of t and t = k+d.

Integrate (6.5) with respect to d2’ then the density of d., 4is of the

1
form



a5

-2 o (m), (1)( oy as*
~ wé)d&mntzzjm E:E 2q6m2 lﬁr—7IwPLM43mHﬂ
a=0 §

k=0 K it+tj=t

Again, integrate (6.5) with respect to dl, by parts, then the density of d2

is given by

S o (), g <-1>k< o), ;
(6.7) e(3mn) ¥ VY Y K §§(6,K) ) by, ?"’7 (ay**1(a,,153m-3, 30-k)
d=0 § k=0 « itj=t

+ dgﬂ((i+2)I(dg,l;3m—d+i+3,3n~k) ~ (i+3) dg+2 I(dg,1;3m—d+i+2,3n-k)")'}].

Now let 512= dl—d2 = 92- el » then the distribution 5,2and dl can be written

in the form

(-m) (- l) ( n)
“8)“&%n[§:L 62 )R 0. 8(s ) ). M
d=0 & * x0 K T i+j=t
JtL
{ 2 -0 S d;°_+2-r 1(a,,1;3m-, 3n-k)}] 0<,cd <1 .
r=0

Integrating (6.8) with respect to d; , we get the density of 815 1in the form

(- 1) ( n) T - T
(6.9) c(3,m,n)[2 Z 62 Z zg(ﬁ,K)\Z hij
a=0 § k=0 K T 1tj=t
3 _
(), " o315 00 53000, 350)96] 106, Li3mea st
r=0

+3-r,3n—k))}]-
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a can be written in the form

For p =4 , the joint density of dl, a5 3

e o (-m) © L (-1)(- n),
(6.10) c(h’m’n)[Z _/T'"" E z xR zg?s,m)z h?.l',ié,iB c(ay-dg)

= = i.+i -+
da=0 § k=0 K | T 1,4, 13“1

(d (d 3)dl+d a,) I(d l;a,b)} ,

where

1,41 1,41 i3+l
= hm-d, b = bn-k, ¢ = d; d, d3

Integrating (6.10) with respect to 4 by parts, and further with respect

1 2

to d2, we get the density of d3 in the form

® k

(- l) ( n) i+l
5 RN T 3

(6.11) e(k,m,n) § z = 2 Z Zg(S,K? Y b rigedy 3

d=0 § | 1412+13—t

1+1 +7
d I(d ,13e43,b) 2d3I(d 1l;e+2,b)

e Ty, g tiet) o B (LR 1,76

1,43
d3I(d 1ie+1,b) d3 ( l;el+2,b)
(1 +2) (1l+12+5) (12+2)2(il+l+) ] ’

where

=i +4i +L + =g + 1 +
e =1 i, b +a, e, =ati +2

Similarly starting with (6.10) we can obtain the density of d, as



a7

& o (m) & (- l) ( n)
(6:22) ellomn) ) ) <7 ) KZ%,K) Lo
k=0 K

= +i+i
a=0 & i+, 13

1y5dp,ig

2(1 423 +9)
R, (ephen)

and the density of 4 as

2
@ @ (1)(n) B ST I
o oo Aml T 2™3
(6:13) o(tmyn) E LT3 E ) Zg<s,=c>2 "i15,1, %2
d=0 & k=0 ¥ 11+12+13—t
i+
2(11-13)a2 I(dz,l;el+2,b) 2d,, I(d2,l;el+l,b)
(), G bet) * ey, - e

. 21(& le,b)].
(1,42)(14%3),

Now make the transformation

(6.14) a, = 6.+ 5.+ & 4

Using (6.14), then from the joint distribution of 8 » 4y can be obtained

in the form:

639) £0535,) = cthmm | T a7 70 T 0l

21,1t
Py k=0 K Tilei 4= L2773
i 1t

a A
[2 (; E ) 6r+l ;+5-r(( 2, (12+2) ) Tay+6,,1; a,b)] .
r=0 33




Further, integrate d2

can be written in the form

(6.16) c(k, m,n)z S“- g z Z

"06

+1

1
(7 ¢

6

[, i

Similarly the density of 62

==}

over 0<d4,<1-35

28

o < 1 then the distribution of 61

(- l) ( n)K T
z g(&,K)z h 1)12)13 !
ll+12+13
r+l t+6- a b
ag (%0, )*(1-a,-6, )
8 ) 7
L Va7
G * (i3+4)(t+7_r))/t+6-rj da, |-

can be written in the form

(1)(n)

© _m)
6 \" I8 T
(6.17) e(k,mn )2 Z - 2 L Z%,K) 2 by 110151
d=0 § k=0 K 1,41, =t
iy +i,+6 1ML i+t
L. 2
1-8, (11+12+6) 22 (11+12 5) Jz ( 1+12+l‘)
[ Y {E?Q - - r=0 * + r=0 s }
0 (il+3 )2 (il+27(i'l+h) (1 +2)
i i+l .
e ( i AN 2 )
2 3 8 s _ b _o
o (62+ 53) (1 85 63) d63 +< .
i3 2+ i+l i2+l
(27)- EZ}( )
Q_(GQ;I‘,O) - Qr— = >
i.+3
1
12%"3 i 43 12§2 12+2
réb( r ) -r=0( 2 )
Q(52;r;l) ( ) Q(GQ,I‘;E):‘,
where +13+h-r+j it 2
1-6, 63 el+2-J b
(8,* ) (1-62-63) ds; , 3 =0, 1,2 .

. 2

9(5 ,I‘,J) = j
2 2

0 2

i, H-rt]
3 J
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Similarly the distribution of 613 can be written in the form

<n><1)k T

(6.18) c(h,m,n)z z 62 z g(s,K)E

= k= +i +
d=0 § k=0 K T 11 12 13—t

iyoissig

. r ) t+7 eo 1)k
b1 [{A(r) 513 1633 L3a+T+-2,0) - A(r) 65) I(613,l,a,b)J/t+7-r] .

where
. i+ +5 ]'_2+i +5 _
A(r) = [32<3 17 - )T (2 30 ),
O
12+13+h 1 +2
NG %) (- 2(3 )(1>r]/<1+e>
r=0 r=0

T. On the distribution of the ratios of the Ch. roots. The ratios of the ch.

roots are useful in various respects, but one immediate use can be seen from
section (l), for tests of hypotheses when & 1is not known.
Integral (6.1) with respect to ep > ‘then the distribution of zl,..‘,zp_l

is given by
(7:2) elomn)[L* 2] 7 ety >Z Z = C (L) B,
k=0 K

where

L = atag(fy,eest

p_‘l) and B, = 8(mp+(p-1)(1+3p)+k+1,n+1)
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Consider the transformation m, .E /,Q, = l,ees, p-2 then the dis-

L 2 can be obtained in the form

tribution of myjyee .,mp p-1

(7:2) c(pym,n) 21V 2(0-2) (P40 - DTN v (myem)

l>J
< 0
(7 e v, . (n}]
Z R p-l Dk L L (")2237 p-l k, 8 L_. (s, l'j) 'r(~) ?
k=0 k 3=0 ‘J° o d i=0 §
[21°]
where
M = diag (ml,...,m _2) s gT j, 8ve the constants that have been defined
(5,1°)
previously, bk 5 ore the constants defired in Khatri and Pillai [53.
D

Now integrals (7.2) over 0 < m <m, < eee < mo_o < 1 by the use of Lemma
(3.3) of Sugiyama [15], we can write the density of Lol in the form

(7.3) clp,m,n) 2 (P 1)+_(p—2)(p+l)(1'2 T k -1 Py
k=0 K
( )J 2 )l |
z (Jl) éJJ . p—l (Z EbK 8 Eg J fCT(E))} ’

where

£ = {1, (3p-2))/n®2) Py(r, pwble-1),7) T, ()T (i)

For p =2, (7.1) reduces to

o o (-n)
(7.4) e(@,mn) £7(2-£,) ) ) = oF n(emt3,n1)
k=0 K
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For p =3, integrate 4, from (7.2), then the distribution of m, can be

written in the form

= (-n)
(1) cGmadam [ ) T-—E6,(2) 6 Gurronn)
k=0 K ?

{B(m+k+3,2)-ml B(m+k+u,2)}] .

For p = h, integrate 23 from (7.2) then the Jolnt density of ml o is

given by

(7:6) o(h,m,n) (g, ™ (1-my )(1m, ) mﬁ[ZZ c(Ml) pley,m2)

k=0 K
{B(eps2)- (my 1, )8(cy41,2) mm, B(cy2,2)1]

where

rbfl = diag (ml,mg,l), ey = bm+k+10 , c, = 3m+k+s o

Now let n1 = ml/m2 and integrate with respect to m, then the distribution of

nl can be obtained in the form

k

(7.7) e(t,mn)nl(1n )z z g Mlepm1) ) ) o oy oo o o ){0(c,,2)8(s,,2)
k=0 K —O &

-B(s, 41,2 ) (8, #1)3(c,41,2)n, 8(c,,2) )48 (s, #2,2) (n,B(c,2,2)

*u, (n,#1) 8(cy*1,2) - n§8(81+3,2))} ’
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where

8y = 2mHi+3 .

We may note that the distribution of %, can be Pound from (7.1) as

the distribution of the smallest root as in section (1) and that of m2 by

integrating (7.6) with respect to m,

For p =5, integrate (7.2) with respect to ‘("h » the joint density of

ml,m2,m3 can be written in the form

(7.8) c(S,m,n)‘M‘ 'I‘Ml (m -m, )E Z ktK 8(03:11“"1) z( 1) (EJ)'

k=0 K j=0 (3*) 2 [2131(1)

p<s2,e)<z )%, K)zg c ],

i=0 §
where

c3 = Sm+k+15 and 5, = bn+10+j+k .

Now consider the twansformation n, =, / i =1,2 and integrate with

respect to m3, then the joint density of nl, 5 can be written in the form

(7.9) e(5ymn)(ayn,)"(1-n )(1-n,)(ny-n, )y }“ £ B(c, nﬂ)z( 1)3(?)'
orx K o3 1)Pedy [2131(1)

3(s2,2)}j Y (s, 6) zg 3y Crn) (B(t3,2)- oy mp (e, 41,2)
i=0 §

n,n, a(t +2,2)} ,
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where

= +i+9H = di e
t 3m+i+j+6 and El dlag_(l,nl,ng)

and integrate with respect to n,, we get the density

Further, let x = 5

g’ [P

of x as

(- )

3
n+1) . Ll)J(&])'

LRy @)
(217)

(7»10) 0(5,111,1’1)}( (1-x) [y ).
k=0 K

B(3

Blsps2) ) T Xb

b )
6,kL b LZ n
i=0 5 (61)

r=0 1

{(l—X)S(tl,Q)B(S3,2)-(1-X2)B(tl+l,2)B(S3+1,2)+X(1-X)P(tl+2,2)B(S3+2,2)}J ?
where

Sq = 2mtr+3 , b, are constants and 1) denote the partition of i + J .

ﬂ

We may note that the distribution of 4y and %), can be found from
(7.1) as the smallest and the largest roots respectively and m3 can be
found from (7.8) as its largest root.

The authors wish to thank Mrs. Louise Mao Lui, Statistics Section of
Computer Sciences, Purdue University, for the excellent programming of the
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