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ON SELECTION AND RANKING PROCEDURES *

Shanti S. Gupta, Department of Statistics
Purdue University, lafayette, Indiana

1. Introduction :

Tn many situations one encounters k(k > 2) populations which may be categories.
verieties, processes, candidates etc. Suppose for each populstion one can observe a
random varisble whose distribution depends upon an unknown parsmeter ©;. This parame-
ter may be the mesn, the variance, some quantile or a function of these quantities.
Usually, in the selection and ranking problems, populations with large (small) values
of the parameters are considered desirsble and, accordingly, we define the population
with the largest (smallest) of the unkmown values of the k parameters to be the btest.
In mary situations, the experimenter is interested in selecting a subset, selecting as
far as possible the best ones. In general, selection and renking (multiple decision)
rules may be defined which select a subset of a fixed or random size. One may wish to
select only & single population and guarantee with probability P* that the selected
population is the best provided some other condition on the perameters is satisfled.
Bechhofer (1954) considered the problem for the means of % normal populations with a
common end known verience. In his formilation Bechhofer (195k) is interested in guar-
anteeing the probability of selecting the best one to be a specified number P* when-
ever the standardized difference & between the largest mean and the second largest
mesn is at least equel to a specified value &%, This '‘indifference zone'' approach
thus requires that the experimenter specify two quantities P¥ and &%. The decision
rule ia to choose the population with the largest observed sample mean Koy e The prob-
lem of determining the common sample size n 1o guarantee the probebility P* under
the indifference zone & > 6% was solved by Bechhofer (1954) in the above paper. Bas-
ically, similar problems with obvious modifications in the definition of indifference
zone, etc., have been solved for other distributions by several authors.

A second end different (present) formulation requires that the probability of in-
eluding the best population in the selected subset be guaranteed to be a specified num-
ber P¥* regardless of the possitle configurations of the parameters. Instead of two
specified quentities P¥ and &%, we now specify only one quaatity P¥. In this for-
mulatlion the size of the selected subset is a random varieble and so are the ranks of
the populations in the selected subset. Assuming 6ry to be the ith ranked parameter
with rank i, where %=k corresponds to the best pogulation, we are then guaranteeing
that the population with the maximal rank is included in the selected subset with prob-
ability at least equal to P¥ regardless of what the unknown &4's may be. A proce-
dure for achieving this objective can be carried out for all n where n denotes the
common. number of observations frem each of the k populations. The expected size, the
expected minimsl rank and the expected sum of ranks. of the populations selected in the
subset define various {related) performance characteristics of the procedure or proce=
dures. .

It should be pointed out that there is need to consider maltiple decision problemse
In many situations the experimenter is really interested in f£inding the best treatment
or population or a growp containing the best treatment or population. The tests of ho-
mogeneity are inadequate for such problems. The formulation in terms of ranking and
selection is more realistic and meaningful in such situations than that of tests for
homogeneity or equality of parameter values.

2. Formal Statement for the Subset Selection Problem and Selection Rule for Two Cases

The selection of any subset containing the best population is called a correct se=
lection end will be denoted by (CS), If the selection proceeds according to some rule
R, then the subset selected should contain the best population with a specified proba-
bility P¥ i.e.

(2.1) ' P{cs|R} > P*

whatever the unknown velues of ©j's may be. Moreover, the selection rule R should
possess certain desirable properties.

# The writing of this paper was supported in part by Contract AF 33 (615) 67-C-1244,
with the Aerospace Research Laboratory.
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In the general situation wé are glven an observation x; from the population =3 -
which has density fe_(x). Let the ordered ©,'s be denoted by
i

(2.2) 9r17 < 823 Sees SOQ

The correct pairing of the ordered ei's and the observed x;'s 1s not known.
Based on the observed values XpsXpyeeosXy We like to define a prdcedure which satis-
fies the basic probability requirement a.nﬁ is good in some sense. Now we discuss two
cases separately and describe the two procedures proposed by Gupta (19652).

Case (i) fe(x) = £(x~9) i.e. © is a translation parameter. For this case the
following rule R has been proposed.

Select =« 4 iff

(2.3) X, >X -d

vhere Xp..= ma.x(xl,xz,...,x ) eond the constant 4 >0 is the minimal value required
to satisfy the basic probability requirement. The rule R selects a non-empty subset
of random size ond is translation invariant. Inpractice, l/k < P¥ <1 so that 0<d< = .

Case (ii) fg(x) = 1/6 £(x/6) i.e. © is scale pavameter. In this case the rule
glven in case (i) is modified as follows:

Select A ife

(2.%) X oTex, .o

vhere 0<c¢ <1 and c¢ is again chosen to satisfy the P¥ condition. It should be

noted that the sbove rule is scele invariant. In practice, ;L/k< P¥< 1 so that 1 > >0.

3. Properties of the Selection Rules

In this section, we discuss some properties and performance characteristics of the
selection rules given in Section 2. These properties together with numerical evalua-
tions of the performance of these rules provide justification for their use. The dis=
cussion here 1s mainly concerned with the translation case; the scale parameter case is
entirely similar. The following properties are only stated here. For further discus=-
sion, reference should be made to Gupta (1965) and Gupta and Studden (1966).

(a) The probebility of a Correct Selection
The probability of a correct selection using the rule R 1s an increasing func-
tion of each of the differences € k]~ O .1y J=1;25e00yk~1. The same holds for the

scale parameter case with differences replaced by the ratios etk]/e[ﬂ, J=1y250e0,k-1.

(b) Monotonicity and Unbiasedness

For the rule R, the probzbility of selecting the population corresponding to e[i]
is greater than or equal to the probebility of selecting the population corresponding
to O[j] provided e[i] > e[j]. Thus, the rule R is unbiased in the sense that the

probability of rejecting eny population not having the largest parameter @ is not
less then the probability of rejecting the best population.

(c¢) Expected Subset Size :

Subject to the basic P¥ requirement the procedure R sabisfies the condition
that the expected size of the selected subset is < KkP¥ for all choices of
91,92,...,ok.

(d) Minimex Property

If .we impose the invariance or symmetry condition which says that if the ith and
Jth observations are interchanged, then we select the jth population with the same
Pprobability (xl,...,xk) where ; Trepresents the probability of selecting the ith
population. Mbre specifically, we :ﬁal'l. require that

e e e e e e — T N



(3.1) cpi(xl,...,xi,...,xj,...,xk) = q’,j(xl’""x;]’""xi""’xk)

for e}l i and J.

Then it can be shown that the rule
sup Ee(is') over the class of rules sat

Q =
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invarience condition. Here & is the whole parameter spacee

4. Selection of Normal Populations

Flirst we discuss the selection problem for t

he means of normal populations.
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R is minimex in the sense that it minimizes
isfying the basic P¥ condition and the sbove

It Is

essumed thet the X normal populations HysTpyeaesy have wiknown means [shyssessby

and s common variance 02.

Suppose ve are given n observations xi-(,j=l,2,...,n)

from the population m3(i=1,2,...,k).
be the usual pooled estimate of o
the selection procedure is:

Select the population . iff

(4.1) xizxmx-stA/E
vhere the constant .D = D(k,v,P*¥)} chosen to satisfy the
. 1/k < P*, This constant D is.determined by
S ) ‘
(4.2) [ ] & Muoy) olu) o) au oy = 2*
O "= .

where qg(y) is the density function of X, AN
stribution function and the density of the s
(¢ known

tive di

solutions of the above equation for v =
in Gupta (1963a)es Table I for k =
selected values of P¥, kand v %
(1957)« A brief table of the values of D 1s excerpted fr

known case and follows.

Let

2{1)51
he velues of D are tebulated by

be the sample mean from iy
based on v = k(n=l) degrees of freedom.

and let 5\2’
Then

p% condition is positive if

and § and ¢ refer to the cumla-

tandaxd normal rendom variable. The
} in the form of values of DA/2 is
and P¥ = .75, +90; 95, «975 and .99. Tor
Gupta and Sobel

om Gupta (19634) for the g¢-

Table 1. Values of D for the Rule (4.1) when ¢ is known
P¥ 2 5 10 15 20
5 .95 1.85 2.26 2.47 2.60
.90 1.81 2.60 2.98 3.17 3.30
.95 2.33 3.06 342 3.60 3.72

Evaluation of the efficiency of the above selection procedure have been made by
g 1is known.

Gupta (1965a)and Deely and Gupta
we can assume that the common value of- ¢ 1s
Since the expected size or proportion in the
rect selection depend on the unknown means,

the slippage configuration in which
§/m , k end P¥,
of the values of the actual probability of a correc

velues of

tion i.e. 1/k times the expected sizee

(1966) for the case where
unity without any loss of generality.
selected subset, the probability of a cor-~
we assume the simple configuration known as
Then for selected

we give belovw a brief excerpt

the means are (lyHysessispto-
from Deely and Gupta
t selection and the expected propor-

In this case

(1966)

R
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Table 2. This teble gives the probability of & correct selection (top)
snd the expected proportion (bottom) in the selected
subset for the slippage configuration.

kY 2 5 10
P &/f = 1.00 2.00 5.00|&/@ = 1.00 2.00 5.00{ &M@ = 1.00 2.00 5.00
5 917 .982 1.000 .930 .988 1.000 .935 .990 1.000
* 702 L6060 L501 695 537 .210 JJ09 W56h W12k
% 977 .996  1.000 981 .998 1.000 .983 .998 1.000
° LUT 722 506 857 .715 .236 871 .753  .169
.95 W991 .999 1.000 2993 .999 1.000 .993 .999 1.000
908 .795 515 .923 .816  .oh7 930 841,218

Selection for Small Variance--~The selection of normal populations into e subset to con-~
tein the population with the smallest variance is given in Gupta and Sobel (1962). The
rule based on the observed sanple variances 512_’55""’512 is as follows:

Select the popwlation =

i:'_ff

(1.3) ‘ s? < siin/c

vaere ¢ = c(k,v,P*) depends on k, P% and v = the comon degress of freedom for each
83 and lies between O and 1. A brief teble of c-~velmes as excerpted from Gupta and
sobel (1962) is given below.

Table 3. This table gives thé necessary c=values
required for the varience selection procedure (4.3).

k
P 2 3 5 10
v= 2 «33 17 .08 .03
L 18 .32 .21 13
10 75 6L W51 A3 .32
20 oTh .62 .5 46
ko .81 72 .65 59
v= 2 .11 06 .03 0L
h o2k 16 2 .07
10 .90 A3 .35 .28 .23
20 «56 48 Jh2 .36
ho .66 .60 «55 +50
v= 2 «05 .03 .01 .01
4 .16 A1 07 .05
10 95 .3k 27 .22 .18
20 A7 41 .36 .32
o 59 .5k 49 45

5. Selection Procedures for other Distributions

Using the same formilation selection procedures for other distributions have been
computed and their efficiency has also been evaluated. A procedure for subset selectim
containing the largest of the scale parameters of the gamma population is proposed and
evaluated in Gupta (1963b). This is similar to the procedure for ranking the variences
of the normal populations. For the binomial distributions, the problem is solved by
Gupte and Sobel (1960) and Gupta (1963c). More recently, a paper by Gupta snd Nagel
(1966) solves the problem for the multinomial distribution. It should be pointed out
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for the multincmisl distribution, the subset selection problems for the cell with ’

the largest probebility and the cell with the smallest probability are not equivelent
80 that two different procedures have been worked out in the peper mentioned above. Se=
lection and ranking problems for multivariate populations in terms of E'i Z‘zl Ky (g‘l is
the mean vector and Zi is the covariance matrix of the ith populstion) has been done
in two papers by Gupta (1965b) end Gupta and Studden (1965). :

6. Examples

Example 1. Suppose we are glven a one-way classification of k = 5 mnormal popu-

lations. ILet the observed sample means based on 16 observations each be T.50, 5.21,
10.80, 13.25, 15.00. Let the common variance 02 = 25 and let us assume that the ex-
perimenter would like & correct selection probability of P¥ = .75. Then the rule

(b.1)
1.85.

val

is to be used with s_ replaced by o end the constant D from Teble I is
gSince X _.= 15.00, Y11 the populations with observed sample means in the inter-

[15-(1.85)?7", 15] will be selected i.e. the populstions with means > 12.69 are

to be selected. Thus the selected subset consists of the two populations with observed
sample means 13.25 end 15.00. After the selection bas been made it can be stated with
confidence P* that the best population is one of the two that have been selected.

(5-:1:

Example 2, Based or v =10 degrees of freedom the observed sample variances si
2,3) of 3 normal populations are 2.30, 4.58 and 5.75. Corresponding to P¥=.75,

the selected subset contains of all populations with sg < (2.5)/(.51) = 4.9 (from

Table 3 ¢ = .51)s Thus, in this example, the population with the two smallest observ-
ed varisnces 2.50 and k.58 are selected.

1.

2.

T.

8.

13.
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