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1. Introduction and Summary

The purpose of this paper is to discuss the problems of ranking and selec-
tion in a more or less unified form and suggest some applications to problems
in reliability. More specifically, we discuss the problem of selecting a sub-
set of k populations or processes which in some sense is a best subset.

We are given k populetions Hl, Hz,..., I'Ik with densities

£y (x), £q () veu, £y (x). We wish to define a rule for selecting a subset
1 2 k

of the populations on the basis of observations from each of the k populations,
In general, the parameters ei are not known and usually range over some sSubset
of the real line. Tt will be assumed for purposes of our discussion that the
larger the parameter 6, the more preférable is the selection of the corres-
ponding population. The population with the largest parameter will be called
the best. The definition of the best population is arbitrary, for example, the
best could be the smallest. Modifications necessary in most cases will be clear.
The selection of any subset containing the best population is called a

correct selection and will be denoted by (CS). If the selection proceeds accor=-
ding to some rule R, then the subset selected should contain the best popula-~

tion with a specified probability pe i.e.
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(1.1) | P{cs|Rr} > p% ,

whatever the unknown values of ei‘s may be. Moreover, the selection rule R
should possess certain desirable properties. For example, the size of the selec-
ted subset should be made small in some sense,

In many problems the parameter 6 is directly related to some measure of
the réliability of the populations or processes., For example, 0 may be the
mean or median. In other situations one may be interested in some functional
of the process, for example, the failure or hazard rate H(t) = £(t)/(1~-F(t)).
In the Jatter circumstance we may want to select those processes or populations
for which H(%) or possibly some functional of H(t) is small,

It should be pointed out that we are considering procedures which select
subsets of random size. Other types of procedures have been proposed. These
refer mainly to the "indifference zone" type where usually one population is
selected. Details of this type of approach for the normal means problem can be
found in Bechhofer (1954). Other references can be found in Gupta (1965).

Section 2 of this paper deals with the selection rules for three specific
situations. Properties of these rules are discussed in Section 3 and applica-

tions and examples are given in Section k.

2, Some Selection Rules

In this section, we discuss some selection rules when the populations have

densities fe(x) of the following form.

(1) £,(x)

i

f(x-8) i.e. 6 is a translation parameter,

]

(ii) fe(x) % f(%) i.e. 6 1is a scale parameter.



®

J
(iii) fe(x) = }: £ j:e gj(x), where gj(x), j = 0,1,...

§=0
is a sequence of density functions on [0,®).
case (iii) arises in certain multivariate problems. The sequence
gj(x) are gamma or F (central) densities so that the resulting mixture fe(x)
is either a non-central X2 or a non-central F density.
In the general situation we are given an observation X5 from the popula-

tion I; which has density fé (x). TLet the ordered ei's be denoted by
i

(2.1) 811 S 027 S +ee S By -

The correct pairing of the ordered ei's and the observed xi's is not
known. A selection rule consists of k functions ¢i(xl,x2,...,xk), i=1,2,...,k
where qﬁ(xl’x2""’ xk) denotes the probability of selecting the ith population.
Usually, the functions p; are indicator functions. Now we discuss the three

cases separately.

case (i).
For this case the following rule R has been proposed;

Select Hi iff
(202) X2 ZX - d

vhere x . = max (XJBXZ”"’ xk) and the constant d > 0 is the minimal value
such that P{CS|R} > P¥ (1/k < P¥ < 1). The function ¢; in this case is one
if (2.2) holds and zero otherwise. The rule R selects a non-empty subset of

random size and is translation invariant. Further properties of the rule R

are given in the next section.



Cases (ii) and (iii).

In both of these situations the rule given in Case (i) is modified as
follows:

Select Hi ift
(2.3) X, >¢X

where O0<c <1 and ¢ is again chosen to satisfy the P¥ condition. It
should be noted that the above rule is scale invariant.
It is worthwhile pointing out that the rules given in (2.2) and (2.3) are

special cases of the class of rules which select Hi iff
(2.1) hb(xi) Z *nax

where the functions hb(x) satisfy certain properties, 1In case (i),

hb(x) = x + b vwhile in cases (ii) and (iii) hb(x) =b x . The value b is

chosen to satisfy the P* condition. In general, we require certain minimal

conditions on the function hb(x). For example, it would be‘necessary to have

h (x) > x in order that the selected subset be non-empty.

3. Properties of the Selection Rules

In this section, we discuss some properties and performance characteristics
of the selection rules given in Section 2. These properties together with numer-
ical evaluations of the performance of these rules provide some justification
for their use. The discussion here is mainly concerned with the translation
case; the scale parameter case is entirely similar, The modifications and excep-

tions for case (iii) will be mentioned briefly at the end of this section.



Probability of a Correct Selection

For the rule R defined by (2.2) it is easily seen that

k

(3.1) P{cs|r} = Jiw [ T Fe[ (x+d)]fe (x)ax .

i=1l i] (k]
For amy distribution function which is stochastically increasing in the

sense that Fe(x) < Fe,(x) for all ©' <9 and all x, we see from (3.1) that

(ve]
(3.2) loslg} > [ [F, (e[l (x) ax .
~e (k] k]
In the translation case, which is obviously stochastically increasing, the
right hand side (3.2) is independent of 9[k‘ and hence the constant d can be
J

evaluated from the equation

(e ]

(3.3) [ Pxra) £(x) ax = P
-0
where F and f are independent of the translation parameter.

In the case of translation (3.1) can be rewritten as

@xQ

k-1
(3.4) P{cs|R} = I [ Hl F(x+d+e[kj-e[j])] £(x) ax
[ee) j: ‘

which shows that the probability of a correct selection using the rule R is

an increasing function of each of the differences e[k]-e[j}, J=1,2,..0, kel .
In the more general situation we are given a value P*¥ in (1/k,1) and
require a rule for which the probability of a correct selection is at least

equal to P* for all configurations of the parameters. Thus we essentially



require a sharp lower bound on an expression of the type given in (3.1). This

lower bound is then set equal to P¥ to solve for the constant which defines

a specific selection rule. It would seem that in obtaining such a lower bound
the first step for any 'reasonable" selection rule would be to set all the ei
values equal to some fixed © as we did in going from (3.1) to (3.2). 1In this
sense the set of parameter values where all the ei's are equal is "worst"

or "least favorable" configuration.

Monotonicity and Unbiasedness

Using the same argument as in (3.4), one can obtain

(3.5) P{Selecting the population corresponding to e[i}|R}

I Iljl POeasapgpop ) JoCx) ox

2fi

e amt— pmanave  mma ety

tion corresponding to ©Op. is greater than or equal to the probability of
20 Oy 8 or o o1

selecting the population corresponding to e[j] provided e[i] 2 e[j]. Thus,

the rule R is unbiased in the sense that the probability of rejecting any popu-

lation not having the largest parameter 8 is not less than the probability of

rejecting the best population.

Expected Size gi the Selected Subset

In trying to obtain selection rules which are optimal in some sense a number
of natural criteria arise. For example one might try to find a rule satisfying
the P* condition of (1.1) which minimizes the expected size of the selected

subset, the expected sum of ranks of the selected populations or some other



appropriate expression. This minimization could be attempted uniformly for all
configurations of the ei values or for a restricted set of ei values if no
uniformly best rule exists, We shall confine our remarks here to the subset
size which we denote by S.

It can be shavn that the rule R defined in (2.2) has the property that

if we set the first m of the 6 values equal; i.e. we let

9[1] = 9[2] = ee. = e[m] =0< e[m+l] < .e < 9[k} then E(s|e[l]=...=e[m]= )

is a non-decreasing function of @ for 8 < e[ me1l Thus the expected subset
h - = = - |

size increases if we set all of the ei values equal to e[k]. It then follows,

k
since ES = Z‘ P(selecting Hi)’ that
i=1
sup ES & k f pEl (x+d) £(x) ax
5 _
= k P* 2

(The supremum is teken over the set Q of all configurations of the 6, values, )

Thus subject to the basic P* requirement the procedure R satisfies the

condition that the expected size of the selected subset is <k P* for all

choices g_:f: el, 92, cens Gk.

Minimax Pfoperty o_f the Rule R.
et 9 = (el,..., ek) denote the vector of parameters associated with the
populations Hl, vesy Hk. It will be noticed that the rule R defined in (2.2)

satisfies the equations
(3.6) inf Py (cs|r) = Py (cs|r) = px
Q - =0

and



. E, (S|R) = E
(3.7) sup o (SIR) % (s|R)

where go

tational converiience we have now displayed 6 vhich was previously suppressed.

= (eo,eo,...,eo) is some vector with all components equal. For no-

For the translation case we note, in fact, that the right' sides of (3.6) and
(3.7) are actually independent of 8-
We now show that equations (3.6) and '(3.7), together with a simple invari-
ance condition, imply that the rule R is minimax in the sense described below.
Suppose that xl,...,xk are a set of observations from the k populations
Hl""’nk and that with this set of observations we select the ith population
with probability («;i(xl,... ’ﬁ;)' The invariance or symmetry condition we im-
Pose d1s that if the ith and jth observations are interchanged, i.e. xj is

observed from Hi and xi from Hj’ then we select the jth population with

the same probability @i(xl,...,xk). More specifically, we shall require that

(3.8) (pi(xl,.-.,Xi,...,xj,...,x‘k) = goj(xl,.-.,xj,...,xi,..-,Xk)

for all i and j.
A simple change of variable shows that for any rule R' satisfying (3.8)

we have

k
(3.9) By (s|R') = X P, (selecting HilR')
=0 i=1

k
f @i(xl,...,xk)[jgl feo(xj)] dXy 500050,

=k P, (Cs|r').



It should be noted that in the case of two or more populations having
equal values erk]’ one of them is considered *‘*tagged'' and a correct selection
is defined as the selection of any subset that includes this ''tagged'! popula-

tion. From (3.9)

.10) k[P, (cs|r')-P. (cs|R)] = E. (8 R')QE s|r).
(3 gO(I 90(| 9-0” 9-0(“

If R'. satisfies the basic P¥* condition it follows from (3.6) that the left

side of (3.10) is nonnegative. This fact together with (3.7) implies that

E. (8|r') >E, (s|R) = E. (8|R)
g (*I1) 2 % (617 = 22 3, (o]

so that

(3.11) - sup Eg (s{R') > swp Eé (s|Rr).
Q = o =

Thus the rule R is minimax in the sense that it minimizes sup Eé(SIR') over
Q -_

the class of rules satisfying the basic P* condition and the invariance con-

dition (3.8).

Scme Comments on Case (iii).

The properties we have described in this section for the translation para-
meter also hold for the scale parameter case. However in case (iii) several
changes should be noted. In the following all of the expressions will be cal-
culated using the !'scale'! rule proposed for case (iii) and @y will denote
that subset of O <for which all of the parameter components are equal.
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We first observe that if the distribution function Fer) is stochastic-

ally increasing then

(3.12) inf Py (CS) = inf Pé (cs).

= QO -
In case (iii) however the probability of correct selection when all of the éi
values are equal to © is not independent of 8. Sufficient conditions are
given in Gupta and Studden (1965) which guarantee that the infimum on the right
side of (3.12) will occur when all ei are equal to zero.

The statements concerning the monotonicity and unbiasedness for the trans-
lation and scale case hold whenever fe(x) has a monotone likelihood ratio.
This is the situation in case (iii) if gj(x), j=0,1,..., represents central
X2 or central F densities.

The situation when considering the expected size of the selected subset
is similar to that described above for the probability of a correct selection,

i.e.,

sup E. S = sup E, S.
o £ 9, 2

It can also be shown that for case (iii) the supremum on the right side in the
above expression is k and not kP* as in cases (i) and (ii1). The value k

is obtained as the common value 6 approaches infinity. The above remarks con-
cerning ES were also noted by Alam and Rigvi (1965).

The fact that sup Eg S =k implies that the rule proposed for case (iii)
Q — .

is not minimax since the randomized rule which selects each population with

probability P¥* satisfies E9 S = kP¥,



4. Applications and Examples

Selection and Ranking of Multivariate Normal Populations in terms of

R §
Ai—&- Zi Ei .

Let HiI N(&i’ Zi), i=1,2,..., k be p-variate normal populations with
-1
. . . ot
mean vectors p. and covariance matrices zi, respectively. Let hi By Zi By -
Assume Zl, 22, P Zk are known. Ilet zij denote the Jjth observation of

the p-dimensional random vector on the ith population. We have j=1l2,...,n

independent observations from each of the k populations and we compute

-1 . .
(.1) Vi5 = §£j z; X550 i=212,...,k; j=1,2,.0., n .

Since yij’ Jj=1,2,..., n correspond tg n independent observations on

2
a non-central X2 for each i, then Yi = 2, Yij is distributed as a non-
J=t

-1
= ?
i qii Zi By and degrees

central X? with non-centrality parameter hi = nj\
of freedom p' = np. The proposed selection rule for the population with the
largest value of li is:

select I, 1iff

s

(k.2) c

n
i ?-mfx{ Zyij’ 1=1,2,.00, k}
j=1 =1

where the constant c = c(k,np,P*) (c > 1), is determined to satisfy

(o

4,2 inf Fk:ll £, , dy =
(k.2) inf Jo vt (o) 5. (v) @y = Px

where, now, Fh'(') and fl'(.) are the cdf and the density function of a non-

central X2 with np degrees of freedom. Since the infimum of the above
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integral takes place when A' = O (see Cor, 3.l.a in Gupta and Studden (1965)),

the equation determining c is

(k.3) f Hl;,?l (ey) bi(y) dy = P*, p' =np
o

where H_,(x) = Jx - yp"l dy and -=H (x) = b_,(x)
Pl = o P(P'j 3 ax P! = P' .
The values of c¢' = 1/c satisfying (4.3) are given by Gupta (1963) for selected
values of p' and P¥ (see Table 1, p' = v/2). Armitage and Krishnaiah (196k4)

have extensive tables for c?.
The rule for selecting the population with the minimum value of A\ is
defined by

select 1'1i iff

n

}jyij_bm@{ Z yij; i=l,2,...,k} .
i .
J=1

The constant b = b(k,np, p*¥), in this case, is given by
(%.4) I [l - Hy (%)] hoo(y) dy = ¥, p' =np .
)

The values of b' = 1/b satisfying (4.L4) are tabulated in Gupta and Sobel (1962)
for selected values of p! and P* and more extensively by Krishnaiah and

Armitage (196k4).

Selecting the Exponential Population with the Largest Mean Life or the Smallest

Pailure Rate

Assume that the life model (time to failure) is the negative exponential

with density e't/e/e . We are interested in the selection of the populations
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with large mean life (=0) or small failure rate 1/e (the failure rate in
this case is independent of time). Now, in many proﬁlems in reliability , the
statistical inference is to be based on a truncated life test. Assume that the
experimenter waits till a fixed number r of the total n units on life test
fails so that for each of the k¥ populations my (i =1,2,..., k), the ordered
values til < t12’ <5 eee; < tir are available, A natural statistic in this

case to consider is the total life statistic

(4.5) Ty = byp Fbyp toeee F b+ (0er) by

It is known (see Epstein and Sobel (1953)) that this statistic is optimum
for estimating 0. A selection rule based on Ti is as follows:
select population Hi iff

c Ti > max T.
1<isk ¢

Since 2Ti/9i follows a gamma or x2 distribution with 2r degrees of

freedom, the appropriate value of ¢ can be found in Gupta (1963).
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