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1. Introduction and Summary. Let ﬁl and '{.2 be two symmetric matrices of

positive definite and having a Wishart distribution [2,18] with

order p, ﬂl’
fl degrees of freedom and f.‘.?.’ at least positive semi-definite and having a

(pseudo) non-central (linear) Wishart distribution [1,3,5,18,19] with £

o degrees

of freedom. Now let
- t 9?
'{‘2 =CYY'C

where Y is px fz and € is a lower triangular matrix such that

A *A=C g .
Now consider the s(= minimum (fz, p)) non-zero characteristic roots of the ma-
trix zx'. It can be shown that the density function of the characteristic roots
of Y'Y for f2 < p can be obtained from that of the characteristic roots of Y ¥'

for f, > p if in the latter case the following changes ere made: [6,18]
(l'l) (f]_’ f2: P) — (fl + fQ‘P: P, fz) .

Now define U(s) = tr(I - Y Y')'l-p = tr(I, - Y'Y)-l-f . In view of (1.1),

we only consider U(s) when s = p, i.e. U(p) s based on the density function
[9] of L=YY" for f,>p, The first four moments of U(s) have been studied
by Pillai in the central case [11}2}3}151.7] those for U(e) also by Pillai [15] in
the non-central (linear) case and the first two moments of U(P) by the authors

[7]. These results are extended in the present paper, obtaining the third
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2.
()

and fourth moments of U and further, two approximations to the distribution

of U(P) are suggested in the linear case,

2. Moments of U(p). In the previous paper by the authors [7] it has been

shown that
(2.1) 1+ U(P)= {(1-}&11)(1-3'3)}'1 + (1-5'3)'1(2'}4 u) +trM

where zu, u: (p~1) x 1 and M are independently distributed and their respec-

tive distributions are given by

—f2+j-l( )—%fl-l
(2.2) = (3 )Zo BlEE,+3,56,] ¢
[rce. y/1re-Dra PP
(2.3) LI‘(—g—fl)/{n rL3(f;-p+1)1} \ (1-u'w) du
and
IMll[fz'l'(P"l)'l] aM
(2.k4) ‘ 1-I-—[l {th(f +f2-1)]/1"[2(f -1+l)]l"[2(f -1)]1} l(p-l)(p-2)' +M|é(v-l) >
~p-
where M= (L, -Top) "L ps Lpp = Ing~ 4470,
<211~ o and v=f o+ .
Lyy
1l p-1

Now note that (2.3) is invariant under an orthogonal transformation of u,

X, = u?/(l-ug- cee = u?_l), i=1,2,04ey P-1, u_ = 0, is distributed as [7]

1 o}

f-:l.)l
(2.5) g (xy) = (803, K001 Ld (1xf( ,

and Xj,ee.; X are independent. Further, define o = 1/(I=u'u) and

p-1
B =trM+u'Muy/(l-u'u). Then, computing E(o:l)Ji = 1,2,3,h, E(cle))i =1,2,3,



B(e’?) 1 = 1,2, B(ef%) ena E(1-4;;) - B(1-t

11) 11°0)
is a variate whose distribution is the same as that of 1,11 when X = O

-i) i =.l,2,3,h (where
f1100
and independently distributed of u and M), we can obtain the first four moments
of U(P). "It may be pointed out that E(oziS) involves E(tr M), E(oziﬂz) in-

volves E(tr ;«g)a and E(trzng),
where tr, M denotes the ith elementary symmetric function in the (p-1) charac-

E(ozB3), E(tr ;4)3, E[ (tr pg)(tra@)] and E(tr31y£),

teristic roots of M. All these results are available in r8ejl.

(p)

Expressions for the first two mombnts of U have been presented in the

previous paper by the authors [7]. For the third and fourth moments we get:

(2.6) 5(240) P))3 = 54PN + 4, (2%)% 3, (2% 30,(207)
where
(2.7) ay = 1) = [(e-p-1) (2, p-3) (0507
(2.8) ay = w2m{® 0l
where
(2.9) nt) = (p-1)(£,-1)(£,-p-b) A /(£,-D)
(2.10) = (v-2)(v-i) 1+ 2(v-2) M) + 1)
where
@) 05D (£,41)(2;-1)

(2-11) Tll (f "P"3)(f -p+l)(f D) {(p-2)(f 1)4“(—'—'5)‘-_P_

(p+1) (f2+1) (fl-p+l)
+ @0, 5-2)(F2-5) °

Similarly
(2.12)  mQsu(®)* < p{P))hm (22) im, 207 sem (0P Prim, (F)

where



(2.13) B, = 0% = & /(£,-p-T)

(2.14) 5, = (v-2) 1 + 7

where

(2.15) 11 = (p-1)(£,-1)(£,-p-6) B,/(2,-D)
(2.16) By = (v-2)(v-1) 7§ + 2(v-2) N + 9{2)
where

(£,-p-) (£, -p-6>(p 1)(£,1) 2(8,-1) (£ +,-p-1)
2 2 2

+(p-1)(fz-l)]-z(p-l)(p-z)(f2-1)(f2-2)/{(fl-p}(fl-p+1)}} B,

(2.18) B, = (v-2)(v-l) (v-6)1{ 43 (v-2) (v-t)n{ M 43(v-2 ) e ()

where

3 {(fl-p-z)(fl-p-h)(fl-p-6)(p-1)(f2-1)
: (£, )’

23(f ~1)(£ +8,-p-1) (£, +28,-p-2) (£, +D-2)
(f4 -p-2)(f -péﬁ)(f -p+1)(f -p+2)

(2.19)

6(f -1)(f,+£, -p-l)(p-l)(fl-l)

* (&, -p-2)(Z,-p+1)

+ (p-1)2(£,-1)°]

6(£,-p-k)(p-1)(p-2)(£,-1)(£,~2)
- (f 2T _—)(W [{(f "P)(P"'l)"'h}(f =p-1)+2(p+1)(p+2)]

+ u(p-l)(p-z>(p-3>(f2-3>(f2-2>(f2-1>/{(fl-p><fl-p+1)(fl-p+z>}} B, .

3. Approximations to the Distribution of U(P). Pillai [15] has given an approx-

imation to the distribution of U(z) for fl > f2 and which is good even for
very smell values of f2. The following approximation to the distribution of

U(P) for f, > (p~1) £,, Dbased on its moments discussed in the preceding



section and [7], generalizes Pillai's results for U(z) [157:

3 e®) - (U(P))Pl_l/(1+U(P)/k)p1+q1+lkpls(pl,ql+i), o< vk,
here ‘

py = 2q,/{q, (h=1)-2n} ,

a = 22 (2, 4p-3)bs(c+)?(,-p-1)}/ [P, -p-3) (1) -2 () (£ -p-1))

k = cfq (a-1)-2n}/[2(£,-p-1)] ,

h = (c+1.994)3(f,-p-1)/{ (c+a)*(£,-p-5)c} ,

¢ =pfyeh”  and  d = (£,+(1-D)E,-1)/(f;-D) .
|

It may be pointed out that the case p =1 is that of the non-central F
[10]. Hence the accuracy of the approximation may be compared in this case with
the approximation to the distribution of non-centfgl F . obtained by Patnaik
and the exact distribution using Table 7 of [10]: However, it should be pointed
out that the approximation to the distribution of U(P) in (3;1) has been
suggested in this paper using the first three moments and with consideration of
accuracy for p » 1. From some numerical comparisons made in [ig]Jthe respective
exact and approximate moments were observed to be closer as p increased.

Table 1 gives some idea of the accuracy of the approximation when p = 1.



Table 1

(1)

Values of IU g(t) dt from approximate and exact distributions
o

Probability
fl f2 ha U(l) Approximate Exact
‘ Egn.(3.1) Patnaik
10 3 2 1,1124 765 752 .T45
10 3 8 1.112h4 .154 .203 .206
10 3 8 1.9656 .503 .520 517
10 5 3 1.663 .738 .731 731
10 5 3 2.818 .920 .9i3 914
20 3 2 0.4647 .708 .706 .T00
20 5 3 0.67775 671 .665 .664
20 5 12 1.02575 .196 .ouh 245
(1)

It may be observed that the approximation suggested for U is more accurate
at the upper tail end than the lower. In this case, the condition f;> (p-2)f2
reduces to fl > 0,

Again a comparison of the probabilities in Table 1 arouses the naturgl
curiosity to attempt a generalization of Patnaik's approximation ﬁj)]. The
following is such a genefalization equating the first two respective moments
of the exact and approximate distributions:

;-1 H 2
(3.2) - gl(U(P)) = (U(I’))%\’l /[(1+U(P)/kl) (vl+v2)kl—vls(%vl,%v2)] ,

O<U(p)<°°

where



o
[

2
1= (Pf2+2h )/Vl »

| = (0f,+20%)2 (2 -p)/[ (I Z4pe, ) 42, (1p)-111

<
]

and

L}

Vo f l—p+l

4, Further accuracy comparisons. For p = 2, Pillai and Jayachandran [16] have

given the c.d.f, of U(z) in the following form:

6
(4.1) rul®)) = K'[.ZO -ZO (-1)**py 3, + ...
3=0 i=
where
@) W2 "
ij = IU Iu / [vgﬁi/(l+u¢v)m+n+3+3] dvdu
Q [¢]

where m = (f2-3)/2, n= (fl-3)/2, and X' and D{j are functions of f,,

f, and 22 given in [16]. Now define

s (ha | 2P -a)Flan/a (o) -
(o]

Then the ¢.d.f. from (3.1) can be written as
2

(4.2) aw®) - B, (o)

where x, = U(2)/(k+U(2))

and the c.d.f. from (3.2) can be written as

(h-3) Gl(U(E)) = Bxg(%vl’ %va) ’



where
X, = U(z)/(kl+U(2))

Now G(U(a)) “ F(U(a)) and Gl(U(z)) - F(U(a)) represent respectively the
errors of approximations in the ¢.d.f, from (3.1) and (3.2). Table 2 provides

some numberical comparisons in this respect.

Table 2

Values of Gl(U(z)), Gl(U(z)) and F(U(z))

£ £, 22 U(e) G(U(?')) Gl(U(z)) F(U(e))
23 3 1 0.68072 .880 877 875
23 3 1.5 0.68072 .8l43 .833 .829
13 > 0.5 2.17706 933 . .932 931
23 5 1.5 1.00707 875 .869 867
23 7 1 1.31973 .91k 911 .910
23 13 1.5 2.,22596 .913 .912 .912

The values of U(a) and F(U(Z)) in Table 2 are taken from [16]. For p > 2,
the method of comperison assumes the exact c.d.f. to be a Pearson type with the
first four moments the same as those of the exact. Thus using the "Table of
percentage points of Pearson curves for given\/EI and 62, expressed in
standard measure" [U4], upper 5 per cent points are obtained for selected values
of fl, f2, and Az, and similar upper percentage points are obtained for

approximations (3.1) and (3.2). These are presented in Table 3.



Table 3
Upper 5 per cent points using the exact moment

quotients and the approximations (3.1) and (3.2)

Percertage points

g £y £, ha Eqn.(3.1) Eqn.(3.2) Exact

3 20 3 12.5 3.873 %.035 ) il
3 50 10 4.5 1.283 1.304 1.300

L 20 N 12.5 4.883 4,971 4,956

L 50 4 12,5 1.409 1.475 1.470

4 50 10 4.5 1.593 1,604 1.598

5 25 5 12.5 L4.377 L. o7 4.380

5

25 5 32 7.742 7.786 7.768

Tables 2 and 3 show that approximation (3.1) becomes closer to the exact as
P increases. In fact, the moment quotients from (3.1) are closer in general
to those of.the exact than those from (3.2) even for p = 1 as shown by
numerical computations in [8]. However, approximation (3.2) still maintains
its accuracy noted for p = 1 even for larger values of p considered in the
tables above. PFurther, it should be pointed out that the condition fi> (p-l)f2
applies for both approximations.
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