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Plant-based protein is gaining popularity for use in producing imitation meat

and dairy products, a market driven by consumers striving to be

environmentally conscious and meet dietary needs such as vegetarianism and

allergenicity concerns. As plant-based protein use increases, investigating how

they can replace various foods, namely eggs, is valuable. However, mimicking

all aspects of these coatings is required for consumers to accept these

products, and one important attribute is a product’s color.

Color is defined by reflected wavelengths of visible light and is an important

factor in consumer acceptance, safety, and quality of food. Color is commonly

measured and quantified using three values: L*, which represents the lightness,

a*, which represents the redness to greenness, and b*, which represents the

blueness to yellowness. The perceived color of an object changes based on the

lighting conditions, and colorimeters correct for this by standardizing lighting

conditions. Processing conditions that use computer vision systems to estimate

the color of objects cannot always standardize the lighting conditions though.

This leads to a need for models that are able to accurately estimate the color of

an object in changing lighting conditions, such as when images are obtained

outside, or if these systems are used inside of processing equipment that that

has a changing lighting environment, like bread ovens.

Generation of Modelling Dataset:

127 color swatches were obtained from local home improvement

stores. A standardized colorimeter was used to obtain ten readings

of L*, a*, and b* values for each of these color swatches. Following

this, images were captured in two lighting conditions, dark and

light. These images were segmented into 10 sections, and used

for training and testing of models. Colors were broadly grouped

into 7 categories based on their dominant colors (gold, blue, grey,

etc.), and one sample from each category was held for model

validation (N= 70). The remaining data was split, with 80% of the

data (N = 960) being used for model training and the remaining

20% for testing (N = 240), stratified by color. Images were also

processed for additional features, such as the slope of the

lightness gradient, and the average R, G, B or converted L, a, and

b values were extracted from images and used in the models.

Modelling and Grid Searching

Different combinations of input data were used to generate

different machine learning models, including Random Forests (RF)

and Artificial Neural Networks (ANNs). Grid searching was

independently conducted for each model, and validation data was

used after the model had been generated. Models were created for

each of the lighting conditions separately. In total, 84 different

models were generated and compared based on their RMSE.

Selected models were saved for implementation.

Model Calibration at Intermediate Lighting Conditions

To detect lighting conditions, images of the background lighting

conditions were subjected to the same feature extraction as the

colored images. These images were processed using principal

component analysis (PCA) to segregate dark and light conditions.

Intermediate lighting conditions were then run through the same

PCA model and light or dark weightings are assigned to the new

background point based on Euclidian distances in the transformed

space. The same validation set is then used at the intermediate

lighting conditions to estimate error.

Application to Model Baked Goods

Images of pie crusts were taken and used for a final model

validation. Images were cropped with Canny edge detection and

submitted to the same weighted model described above.

During grid searching, RF models had lower RMSE values than ANNs during training and testing on almost all models that were generated.

However, the RMSE was higher for the validation data, indicating that the RF models were also more prone to over fitting in this dataset. In

all lighting conditions, it was possible to generate models that could convert image parameters to colorimeter L*, a* and b* values.

Furthermore, the lighting detector function decreased the model RMSE and increases the R2 values when used at intermediate lighting

conditions. This indicates that a PCA weighting approach may allow for more accurate color predictions at intermediate lighting conditions.

The model maintains reasonable RMSE values when the data from model baked goods is introduced.
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