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Abstract

Classical confidence intervals for the ratio of variance components can degenerate to a single point with positive probability, leaving no allowance for error. An alternative method is considered which avoids this problem, but maintains the frequentist coverage probability. The alternative intervals are compared to Bayesian credible intervals, derived from a non-informative prior; and the Bayesian intervals are shown to have quite high frequentist coverage probabilities.

Key words and phrases: between variance; frequentist coverage probability; prior and posterior distributions; total positivity; unimodality; within variance.

1 Introduction

In the one-way random effects model in the analysis of variance, there are observations of the form

\[ y_{ij} = \mu + \alpha_i + \epsilon_{ij} \]  

for \( j = 1, \cdots, J_i \) and \( i = 1, \cdots, I \), where \( \alpha_i \) and \( \epsilon_{ij} \) are independent random variables for which \( \alpha_i \sim N(0, \sigma_a^2) \) and \( \epsilon_{ij} \sim N(0, \sigma^2) \). The parameters \(-\infty < \mu < \infty, \sigma_a^2 \geq 0\) and \( \sigma^2 > 0\)
are unknown here, and confidence intervals for the two variances, \( \sigma^2 \) and \( \sigma^2_a \), and their ratio, 
\[ \lambda = \frac{\sigma^2_a}{\sigma^2} \], are of interest. In this paper, interest centers are on confidence and credible intervals for \( \lambda \), in the balanced case, when \( J_1 = \cdots = J_I = J \). Then, complete sufficient statistics are

\[
\bar{y}_i = \frac{1}{IJ} \sum_{i=1}^{I} \sum_{j=1}^{J} y_{ij} \sim N[\mu, \frac{\sigma^2 + J \sigma^2_a}{IJ}],
\]

\[
SSW = \sum_{i=1}^{I} \sum_{j=1}^{J} (y_{ij} - \bar{y}_i)^2 \sim \sigma^2 \chi^2_{(J-1)},
\]

\[
SSB = \sum_{i=1}^{I} J (\bar{y}_i - \bar{y}_.)^2 \sim (\sigma^2 + J \sigma^2_a) \chi^2_{I-1}
\]

where

\[
\bar{y}_i = \frac{1}{J} \sum_{j=1}^{J} y_{ij}
\]

for \( i = 1, \cdots, I \); and \( \bar{y}_., SSB \) and \( SSW \) are independent for fixed \( \mu, \sigma^2 \) and \( \sigma^2_a \). Suppose that \( I, J \geq 2 \) throughout the paper, and let \( MSB = SSB/(I-1) \) and \( MSW = SSW/[I(J-1)] \). Then

\[
X = \frac{MSB}{MSW} \sim (1 + J\lambda)F,
\]

where \( F \) has the F-distribution with \( I - 1 \) degrees of freedom in the numerator and \( I(J - 1) \) in the denominator, and classical confidence intervals treat \( X/(1 + J\lambda) \) as a pivotal quantity. Specifically, letting \( 0 < a < b < \infty \), intervals of the form

\[
[L, U] = \left[ \frac{X - b}{Jb}, \frac{X - a}{Ja} \right]
\]

have been recommended by Scheffe [10], Burdick and Graybill[2], Searle, Casella & McCulloch [11], and SAS among others. The coverage probability of the interval is \( 1 - \alpha \), where \( \alpha = F(a) + [1 - F(b)] \) and \( F \) is the distribution function of \( F \); and conventional choices of \( a \) and \( b \) are \( a = F^{-1}(\alpha/2) \) and \( b = F^{-1}(1 - \alpha/2) \) for a given \( \alpha \). An obvious problem with the interval (3) is that the endpoints can be negative with positive probability, and the authors just cited differ on how to handle this problem. Burdick & Graybill and SAS suggest replacing negative values by 0, in which case the interval may degenerate to \([0, 0]\) with positive probability; Scheffe ([10], Page 230), however, does not recommend replacing negative values by zero, since “the length of a two-side confidence interval is a measure of
the error of some point estimate of \( \cdots \).” A less obvious problem is flipflop:
ging in which experimenters report a confidence interval when \( L > 0 \), but an upper confidence bound is reported when \( L < 0 \) (with \( a \) replaced by the \( \alpha^{th} \) quantile). Such flipflopping, of course, destroys the exact nature of the confidence intervals.

Similar problems arise when setting confidence intervals for a non-negative normal mean or the signal in a Poisson model with a nuisance background. To address problems of this nature, Feldman and Cousins[3] proposed confidence regions of high likelihood in the allowable parameter space. This method is called the unified method in the physics literature precisely because it makes a natural transition from a confidence bound to a confidence interval. The unified approach is applied to the variance component \( \lambda \) in Section 2 and shown to lead to exact confidence intervals with non-empty interiors. Bayesian methods can also be used to avoid the problem of negative endpoints. Intervals derived by Hill [4] are reconsidered in Section 3 and compared to the unified and classical intervals. In addition, the frequentist coverage probability of the Bayesian intervals is shown to be quite high.

Some Notation. The model (1) is invariant under changes of location and scale; \( X \) is a maximal invariant in the space of the sufficient statistics; and \( \lambda \) is a maximal invariant in the parameter space. In this paper, inferences about \( \lambda \) are based on \( X \). To simplify some of the formulas, it is convenient to work with the parameter

\[
\theta = 1 + J\lambda = 1 + J \frac{\sigma^2}{\sigma^2};
\]

and since this transformation is linear, there is no problem converting confidence and credible intervals for \( \theta \) into corresponding intervals for \( \lambda \). Observe that \( 1 \leq \theta < \infty \); and let \( f_\theta \) and \( F_\theta \) denote the density and distribution function of \( X \) for a given \( \theta \). Then

\[
f_\theta(x) = \frac{1}{\theta} f\left(\frac{x}{\theta}\right), \\
F_\theta(x) = F\left(\frac{x}{\theta}\right),
\]

where \( f \) and \( F \) are the density and distribution function of the \( F \) distribution with \( I - 1 \) degrees of freedom for the numerator and \( I(J - 1) \) for the denominator. Thus, the likelihood function given \( x \) is

\[
L(x; \theta) = f_\theta(x) = \frac{\Gamma(r + s) \Gamma^s \Gamma(r) \Gamma^r}{\Gamma(r + s) \Gamma^s \Gamma(r) \Gamma^r} \theta^{s r - 1} \left[ s \theta + r x \right]^{r + s - 1}.
\]
where \( r = (I - 1)/2 \) and \( s = I(J - 1)/2 \). Differentiating the logarithm of (4) shows that \( L(x; \theta) \) is maximized for fixed \( x \) when

\[
\theta = \hat{\theta} = \max\{1, x\},
\]

that \( L(x; \theta) \) decreasing in \( \theta \geq \hat{\theta} \), and that \( L(x; \theta) \) is increasing in \( 1 \leq \theta \leq \hat{\theta} \) when \( x > 1 \).

2 Confidence Interval from Unified Approach

The unified approach was employed by Feldman & Cousins[3] in the normal and Poisson cases with restrictions on the parameters; but the approach can be applied to any one-parameter family of distributions. Suppose that \( X \sim f_\theta \) has a density depending on a real parameter \( \theta \) taking values in an interval \( \Omega \). Write \( L(x; \theta) = f_\theta(x) \) for the likelihood; let \( \hat{\theta} = \hat{\theta}(x) \) be the maximum likelihood estimator (MLE) of \( \theta \); and let \( R_\theta(x) = L(x; \theta)/L(x; \hat{\theta}) \) be the likelihood ratio statistic. Then, a level \( 1 - \alpha \) confidence set is \{\( \theta : R_\theta(x) \geq c_\alpha \}\} where \( c_\alpha \) are determined by

\[
P_\theta\{x : R_\theta(x) \geq c_\alpha \} = 1 - \alpha. \tag{5}
\]

It is assumed here that the MLE exists for all \( x \) and that a solution \( c_\alpha \) exists in (5) for all \( \theta \). Thus, the unified approach consists of taking regions of high likelihood. This approach is common in statistics, but often combined with a chi-square approximation.

In the variance components problem, the likelihood ratio is

\[
R_\theta(x) = \frac{L(x; \theta)}{L(x; \hat{\theta})} = \begin{cases} 
\theta^x x^r (r + s)^{r+s}/(s\theta + rx)^{r+s}, & \text{when } x \geq 1 \\
\theta^x (s + rx)^{r+s}/(s\theta + rx)^{r+s}, & \text{when } x \leq 1.
\end{cases} \tag{6}
\]

Observe that

\[
\frac{d}{dx} \log[R_\theta(x)] = \begin{cases} 
(r + s)[(s + rx)^{-1} - (s\theta + rx)^{-1}], & \text{when } x < 1 \\
[r x^{-1} - (r + s)(s\theta + rx)^{-1}], & \text{when } x > 1.
\end{cases}
\]

If \( \theta > 1 \), then \( R_\theta(x) \) is increasing for \( 0 \leq x < \theta \) and decreasing for \( x > \theta \). If \( \theta = 1 \), then \( R_1(x) = 1 \) for \( 0 \leq x \leq 1 \) and \( R_1(x) \) is decreasing if \( x > 1 \). Figure 1 displays the graph of \( R_\theta(x) \) for selected \( \theta \), when \( I = 6 \) and \( J = 5 \).
Figure 1: Plots of $R_\theta(x)$ when $I = 6$ and $J = 5$.

Since $R_\theta(x)$ is unimodal in $x$ for each $\theta$, $\{x : R_\theta(x) \geq c\}$ is an interval for any $\theta \geq 1$ and $0 < c < 1$. So, the unified confidence interval can be obtained by solving

$$F_\theta(b) - F_\theta(a) = 1 - \alpha$$

and

$$[a, b] = \{x : R_\theta(x) \geq c\},$$

for $a, b$ and $0 \leq c \leq 1$ for each $\theta$. If $\theta = 1$, then a solution is $a = 0$, $b = F^{-1}(1 - \alpha)$, and $c = R_1(b)$. When $\alpha < 1 - F(1)$, the following algorithm may be used to find $a$ and $b$ when $\theta > 1$.

**Unified Algorithm**

i) Let $z = \theta^{-1}(1 - \alpha)$, so that $P_\theta[X \leq z] = 1 - \alpha$.

ii) If $R_\theta(z) \leq R_\theta(0)$, let $a = 0$ and $b = z$.

ii’) Otherwise, let $c_0 = R_\theta(0)$, $c_1 = R_\theta(z)$, and iterate step iii) to convergence.
iii) Let \( c = (c_0 + c_1)/2 \); solve the equations \( R_\theta(a) = R_\theta(b) = c \) for \( 0 < a < \theta < b \); if \( P_\theta[a \leq X \leq b] < 1 - \alpha \), let \( c_1 = c \); otherwise let \( c_0 = c \).

The condition \( \alpha < 1 - F(1) \) insures that \( z > \theta \) in i). In iii), solving \( R_\theta(a) = c = R_\theta(b) \) numerically for \( 0 < a < \theta < b < \infty \) is straightforward, since \( R_\theta(x) \) is increasing in \( 0 < x < \theta \) and decreasing in \( \theta < x < \infty \); and \( P_\theta[a \leq X \leq b] = F_\theta(b) - F_\theta(a) \).

Write \( a = a_\theta \) and \( b = b_\theta \) to emphasize the dependence of these quantities on \( \theta \). Figure 2 displays the graph of \( a_\theta \) and \( b_\theta \) when \( I = 6 \) and \( J = 5 \). It is shown below that \( a_\theta/\theta \) and \( b_\theta/\theta \) are non-decreasing. Thus, \( a_\theta \) and \( b_\theta \) are strictly increasing where \( a_\theta > 0 \). So, for any \( x > 0 \), the equation \( a_\theta = x \) has a unique solution \( \theta = u(x) \). Similarly, for any \( x > b_1 \), the equation \( b_\theta = x \) has a unique solution \( \theta = \ell(x) \). Let \( \ell(x) = 1 \) for \( x \leq b_1 \). Then

\[
\{ \theta : R_\theta(x) \geq c_\theta \} = [\ell(x), u(x)].
\]

The unified intervals have exact coverage probability \( 1 - \alpha \) for all \( \theta \) by construction. Graphs of \( \ell(x) \) and \( u(x) \) are included in Figure 3.
Monotonicity. It remains to show that $\tilde{a}_\theta := a_\theta/\theta$ and $\tilde{b}_\theta := b_\theta/\theta$ are non-decreasing in $\theta$. Let

$$ \tilde{R}_\theta(x) = R_\theta[\theta x]. $$

Then

$$ \tilde{R}_\theta(x) = \frac{[s + r \theta x]^{r+s}}{\theta^r [s + r x]^{r+s}} \text{ if } \theta x \leq 1, $$

and

$$ \tilde{R}_\theta(x) = \frac{(s + r x)^{r+s}}{[s + r x]^{r+s}} \text{ if } \theta x > 1, $$

and

$$ [\tilde{a}_\theta, \tilde{b}_\theta] = \{x : \tilde{R}_\theta(x) \geq c_\theta\}, $$

where

$$ 1 - \alpha = P_1\{x : \tilde{R}_\theta(x) \geq c_\theta\} = F[\tilde{b}_\theta] - F[\tilde{a}_\theta] $$

and $F$ is the F-distribution with $I - 1$ and $I(J - 1)$ degrees of freedom.

Lemma 1 $\tilde{R}_\theta(x)$ is strictly decreasing in $\theta$ on the interval where $\theta x \leq 1$. Further, if $1 \leq \theta_1 < \theta_2 < \infty$, then $R_{\theta_2}(x) \leq R_{\theta_1}(x)$ for all $0 \leq x < \infty$ with strict inequality if $x \leq 1/\theta_1$.

Proof. On the interval where $\theta x < 1$,

$$ \frac{d}{d\theta} \log \tilde{R}_\theta(x) = (r + s) \frac{rx}{s + \theta rx} - \frac{r}{\theta} < 0, $$

so that $\tilde{R}_\theta(x)$ strictly decreasing in $\theta$. Next, if $1 \leq \theta_1 < \theta_2 < \infty$, then clearly $\tilde{R}_{\theta_2}(x) < \tilde{R}_{\theta_1}(x)$ for $x < 1/\theta_2$ and $\tilde{R}_{\theta_2}(x) = \tilde{R}_{\theta_1}(x)$ for $x > 1/\theta_1$. If $1/\theta_2 < x < 1/\theta_1$, let $\theta_0 = 1/x$. Then $\theta_1 < \theta_0 < \theta_2$ and $\tilde{R}_{\theta_2}(x) = \tilde{R}_{\theta_0}(x) > \tilde{R}_{\theta_1}(x)$. \hfill \Box

Proposition 1 If $\alpha \leq 1 - F(1)$, then $\tilde{a}_\theta$ and $\tilde{b}_\theta$ non-decreasing in $\theta$.

Proof. First observe that if $1 \leq \theta_1 < \theta_2$, then

$$ P_1\{x : \tilde{R}_{\theta_2}(x) \geq c_{\theta_1}\} \leq P_1\{x : \tilde{R}_{\theta_1}(x) \geq c_{\theta_1}\} = 1 - \alpha, $$

so that $c_{\theta_2} \leq c_{\theta_1}$; that is, $c_\theta$ is non-increasing in $\theta$. Next, $\tilde{b}_\theta \geq 1$ for all $\theta$, since $\alpha \leq 1 - F(1)$. So,

$$ c_\theta = \tilde{R}_\theta[\tilde{b}_\theta] = \frac{[s + r]^{r+s}\tilde{b}_\theta}{[s + r\tilde{b}_\theta]^{r+s}}, $$

and, therefore, $\tilde{b}_\theta$ is non-decreasing in $\theta$. That $\tilde{a}_\theta$ is non-decreasing in $\theta$ then follows from $F_0[\bar{a}_\theta] = F_0[\bar{b}_\theta] - (1 - \alpha)$. \hfill \Box
Figure 3: Confidence and Credible intervals for $\lambda$ when $\alpha = 0.1$.

3 Bayesian Credible Intervals

Bayesian analyses of variance component models have been provided by several authors of which Hill [4] and Tiao and Tan [12] provide early examples, and Natarajan and Kass[7] a recent one. The discussion here loosely follows that of [4]. If $\theta$ is given the improper prior distribution $d\theta/\theta$, $1 \leq \theta < \infty$, then the marginal density of $X$ and the posterior density of $\theta$ given $x$ are

$$f(x) = \int_1^\infty f_\theta(x) \frac{d\theta}{\theta} = \int_1^\infty f(x/\theta) \frac{d\theta}{\theta^2} = \frac{1}{x} F(x),$$

and

$$g(\theta|x) = \frac{f_\theta(x)}{f(x)} = \frac{x f(x/\theta)}{\theta^2 F(x)}$$

for $1 \leq \theta < \infty$, where $f$ and $F$ are the density and distribution function of $\mathcal{F}$. Alternatively, $x/\theta$ has a posterior $F$-distribution, conditioned not to exceed $x$. It follows that the posterior distribution function of $\theta$ given $x$ is

$$G(\theta|x) = \frac{F(x) - F(x/\theta)}{F(x)}.$$
By differentiating (7), it is easily seen that the posterior mode of $g(\theta|x)$ is

$$\tilde{\theta} = \max\{1, \frac{(s - 1)r}{s(r + 1)x}\}.$$

Moreover, $g(\theta|x)$ is decreasing in $\tilde{\theta} > \theta$ and increasing in $1 < \theta < \tilde{\theta}$ when $\tilde{\theta} > 1$. So, $1 - \alpha$ Bayesian credible intervals for $\theta$ of minimal length have the form $[\ell, u]$, where $\ell = \ell(x)$ and $u = u(x)$ solve the equations

$$G(u|x) - G(\ell|x) = 1 - \alpha$$

and

$$[\ell, u] = \{\theta : g(\theta|x) \geq c\}$$

for some $c > 0$. (See Berger[1] Page 266). Let

$$x^o = \frac{(r + 1)s}{r(s - 1)} \leq \infty.$$

If $0 \leq x \leq x^o$, then $\tilde{\theta}(x) = 1$ and $g(\theta|x)$ is decreasing in $1 \leq \theta < \infty$. In this case $\ell = 1$ and $u$ must solve $G(u|x) = 1 - \alpha$; that is, $u(x) = x/F^{-1}[\alpha F(x)]$ when $\tilde{\theta}(x) = 1$. If $\alpha < F(x^o)$, then the following algorithm can be used to find $\ell$ and $u$ for large values of $x$:

**Bayesian Algorithm**

i) Let $z = x/F^{-1}[\alpha F(x)]$, so that $G(z|x) = 1 - \alpha$, as above.

ii) If $g(1|x) \geq g(z|x)$, then let $u = z$ and $\ell = 1$.

ii') Otherwise: let $c_0 = g(1|x)$, $c_1 = g(z|x)$, and iterate iii) to convergence.

iii) Let $c = (c_0 + c_1)/2$; solve the equations $g(\ell|x) = c = g(u|x)$ for $\ell$ and $u$ in the range $1 < \ell < \tilde{\theta} < u$. If $G(u|x) - G(\ell|x) \leq 1 - \alpha$, let $c_1 = c$ otherwise, let $c_0 = c$ and iterate.

The condition $\alpha < F(x^o)$ insures that $z > \tilde{\theta}$ in i). In iii), solving $g(\ell|x) = c = g(u|x)$ is straightforward since $g(\theta|x)$ is increasing in $1 < \theta < \tilde{\theta}$ and decreasing in $\tilde{\theta} < \theta < \infty$.

Figure 3 displays the classical and unified confidence intervals along with the Bayesian credible intervals for selected $I$ and $J$. Observe that the unified intervals do have a non-empty interior for all $x$ in contrast to the classical ones. The Bayesian upper confidence bound is larger than the the classical and unified ones for small $x$, but smaller moderate for large $x$. 
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Figure 4: Frequentist coverage probability of Bayesian intervals for selected $I$ and $J$ when $\alpha = 0.1$.

**Frequentist Coverage Probability.**

It is shown below that $u(x)$ is strictly increasing and that $\ell(x)$ is strictly increasing where it exceeds one. Thus, for any $\theta > 1$, the equation $\ell(x) = \theta$ has a unique solution $b = b_\theta$. Similarly, for $\theta \geq u(0)$, the equation $u(x) = \theta$ has a unique solution $a = a_\theta$. Let $a_\theta = 0$ for $1 \leq \theta < u(0)$. Then $\ell(x) \leq \theta \leq u(x)$ iff $a_\theta \leq x \leq b_\theta$, and the frequentist coverage probability of the Bayesian credible intervals is

$$P_{\theta}[\ell(X) \leq \theta \leq u(X)] = \int_{a_\theta}^{b_\theta} f_\theta(x) dx = F\left[\frac{b_\theta}{\theta}\right] - F\left[\frac{a_\theta}{\theta}\right]$$

(8)

for $1 \leq \theta < -\infty$ (see Figure 5). Figure 4 displays the coverage probability of the Bayesian method as a function of $\theta$ for selected $I$ and $J$ when $\alpha = 0.1$. Observe that the minimum frequentist coverage probability is only slightly less than the credible level $1 - \alpha$. For the selected cases, the minimum coverage probabilities are: 0.8983 when $(I, J) = (6, 5)$, 0.8999 when $(I, J) = (6, 200)$, 0.8934 when $(I, J) = (12, 5)$ and 0.8980 when $(I, J) = (12, 200)$.

Together Figures 3 and 4 reveal the following stark contrast between the Bayesian and
frequentist viewpoints: From a frequentist perspective, the Bayesian intervals are too long (on the average) for small $\lambda$, since the actual coverage probability greatly exceeds the nominal value. From a Bayesian perspective, the classical intervals are not believable for small $x$, since they degenerate to a point. The unified intervals offer a compromise, but still seem too short from a Bayesian perspective.

**Monotonicity.** It remains to show that $\ell$ and $u$ are monotone. Recall that $\tilde{\theta}(x) = 1$ for $0 \leq x \leq x^o = (r + 1)s/[r(s - 1)]$, and let

$$x_0 = \inf\{x : \ell(x) > 1\}. \tag{9}$$

Then $x^o < x_0$, since $g(\theta|x)$ is decreasing in $\theta$ when $x \leq x^o$. It is also relevant that $x^2 f(x)$ is increasing in $0 \leq x \leq x^o$ and decreasing in $x^o \leq x < \infty$. Let

$$\tilde{\ell}(x) = \frac{x}{u(x)} \quad \text{and} \quad \tilde{u}(x) = \frac{x}{\ell(x)}$$

and note the reversal. Then $[\tilde{\ell}(x), \tilde{u}(x)] = \{z : z^2 f(z) \geq c, \quad 0 \leq z \leq x\}$, where $c = c_x$ is uniquely determined by

$$F[\tilde{u}(x)] - F[\tilde{\ell}(x)] = (1 - \alpha)F(x); \tag{10}$$

and $c_x = \tilde{\ell}(x)^2 f[\tilde{\ell}(x)] \leq \tilde{u}(x)^2 f[\tilde{u}(x)]$ with equality if $\tilde{u}(x) < x$.

**Lemma 2.** If $\alpha < F(x^o)$, then $\tilde{\ell}(x) < x^o$ for all $x$, and $\ell(x) > 1$ for all $x_0 < x < \infty$.

**Proof.** Since $\tilde{u}(x) \leq x$ for all $x$, $F[\tilde{\ell}(x)] = F[\tilde{u}(x)] - (1 - \alpha)F(x) \leq \alpha F(x) \leq \alpha$ and, therefore, $\tilde{\ell}(x) \leq F^{-1}(\alpha) < x^o$. Next, let $v(x) = F^{-1}[\alpha F(x)]$ and $z = x/v(x)$. Then, from the algorithm for $\ell$ and $u$, $\ell(x) = 1$ iff $g(1|x) \geq g(z|x)$ iff $x^2 f(x) \geq v(x)^2 f[v(x)]$. So, if $x^o < x_1 < x_2$ and $\ell(x_2) = 1$, then $x_1^2 f(x_1) \geq x_2^2 f(x_2) \geq v(x_2)^2 f[v(x_2)] \geq v(x_1)^2 f[v(x_1)]$, so that $\ell(x_1) = 1$. \hfill \Box

**Proposition 2** $\ell(x)$ is strictly increasing in $x_0 < x < \infty$; and $u(x)$ is strictly increasing in $0 \leq x < \infty$. Furthermore, $\tilde{\ell}(x)$ is strictly decreasing in $x_0 \leq x < \infty$; $\tilde{u}(x)$ is strictly increasing over the same range; and $\ell(x)$ and $\tilde{u}(x)$ are both strictly increasing in $0 \leq x < x_0$. 

---
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Confidence Bounds on the Scale of log(\(q\))

\[ F[\bar{u}(x_2)] - F[\bar{\ell}(x_2)] \leq F[\bar{u}(x_1)] - F[\bar{\ell}(x_1)] = (1 - \alpha)F(x_1) < (1 - \alpha)F(x_2), \]

contradicting (10). So, \(\bar{u}(x_1) < \bar{u}(x_2)\) and, therefore, \(\bar{\ell}(x_1) > \bar{\ell}(x_2)\), since \(\bar{\ell}^2 f(\bar{\ell}) = \bar{u}^2 f(\bar{u})\), as above.

If \(0 \leq x < x_0\), then \(\bar{u}(x) = x\) and (10) becomes \(F[\bar{\ell}(x)] = \alpha F(x)\). Thus \(\bar{\ell}(x)\) increases in
That $u(x) = x/\ell(x)$ is strictly increasing in $x_0 \leq x < \infty$ follows directly. For $\ell$, first observe that $\ell(x)$ and $\tilde{u}(x)$ are differentiable in $x_0 < x < \infty$, by the Implicit Function Theorem. It then follows that $\ell$ and $u$ are differentiable and that $\ell = [1 - \ell u]/u$, $\tilde{u} = [1 - \tilde{u}]/\ell$, and
\[
\tilde{u}f(\tilde{u}) - \ell f(\ell) = (1 - \alpha)f(x)
\]
for $x_0 < x < \infty$. Combining these relations with $\ell^2 f(\ell) = \tilde{u}^2 f(\tilde{u})$ and $\tilde{u} \leq x$, then leads to
\[
(\ell' - u')\ell^2 f(\ell) = \tilde{u}f(\tilde{u}) - \ell f(\ell) - (1 - \alpha)x f(x) > -\ell f(\ell);
\]
that is,
\[
\ell' > u' - \frac{1}{\ell} = -u\frac{\ell}{\ell} \geq 0
\]
to complete the proof. \(\Diamond\)

4 Minimum Frequentist Coverage Probability

Analytical lower bounds for the coverage probability of the Bayesian intervals are considered in this section.

**Proposition 3** If $\alpha < F(x^\circ)$, then the coverage probability of the Bayesian credible interval is at least $(1 - \alpha)F(x_0)$, where $x_0$ is defined in (9).

**Proof.** The values $a_\theta$ and $b_\theta$ are uniquely determined in equation (8). For any $\theta \geq 1$, $b_\theta/\theta = \tilde{u}(b_\theta) \geq \tilde{u}(x_0)$, since $\tilde{u}(x)$ is strictly increasing in $x_0 \leq x < \infty$ and $b_\theta \geq x_0$. When $\theta > u(0)$, $a_\theta/\theta = \ell(a_\theta) \leq \ell(x_0)$, since the maximum of $\ell(x)$ is $x_0$. Thus,
\[
P_\theta[\ell(X) \leq \theta \leq u(X)] = F[\tilde{u}(b_\theta)] - F[\ell(a_\theta)]
\]
\[
\geq F[\tilde{u}(x_0)] - F[\ell(x_0)] = (1 - \alpha)F(x_0).
\]
When $\theta \leq u(0)$, $a_\theta = 0$. Thus
\[
P_\theta[\ell(X) \leq \theta \leq u(X)] = F[\tilde{u}(b_\theta)] \geq F[\tilde{u}(x_0)] = (1 - \alpha)F(x_0).
\]
Therefore, for all $\theta \geq 1$, the coverage probability is not less than $(1 - \alpha)F(x_0)$. \(\Diamond\)
Figure 6: Graphs of $(1 - \alpha)F(x_0)$ as a function of $J$ for selected $I$ when $\alpha = 0.1$.

Figure 6 displays the values of $(1 - \alpha)F(x_0)$ as a function of $J \geq 2$ for selected $I$. Observe that $(1 - \alpha)F(x_0)$ exceeds .89 for $I = 6$, and .88 for $I = 12$. Observe too that $(1 - \alpha)F(x_0)$ decreases when $J$ increases. Figure 7 displays the values of $\min_{J \geq 2}(1 - \alpha)F(x_0)$ as a function of $I$. Observe that this quantity decreases slowly as $I$ increase to a minimum of about .837 when $I = 600$.

When $s > 1$, it is possible to obtain an explicit lower bound for $F(x_0)$, leading to the lower bound $(1 - \alpha)/(1 + \alpha)$ for the coverage probability. To derive it, let $h(x) = \log[x^2f(x)]$, so that

$$h'(x) = \frac{r + 1}{x} - \frac{(r + s)r}{s + rx} = \frac{(r + 1)s - r(s - 1)x}{x(s + rx)}$$

and $h$ attains its maximum at $x^o = (r + 1)s/[r(s - 1)]$. Then, for each $0 < z < x^o$, there is a unique $y = y(z)$ for which $x^o < y < \infty$ and $h(y) = h(z)$. Further, $y$ is continuously differentiable and

$$h'(z) = h'[y(z)]y'(z)$$

for $0 < z < x^o$. 
Figure 7: Graph of $\min_{j \geq 2}(1 - \alpha)F(x_0)$ as a function of $I$ when $\alpha = 0.1$.

**Proposition 4** For $0 < z < x^o$, $1 - F[y(z)] \leq F(z)$.

*Proof.* If $0 < z < x^o$, then

$$F(z) = \int_0^z f(x)dx$$

and

$$1 - F[y(z)] = \int_{y(z)}^\infty f(x)dx = \int_0^z f[y(x)]|y'(x)|dx = \int_0^z f(x)\frac{x^2|y'(x)|}{y(x)^2}dx.$$ 

So, it suffices to show that

$$\frac{x^2|y'(x)|}{y(x)^2} \leq 1$$

(11)

for $0 < x < x^o$. Observe that

$$\frac{x|y'|}{y} = \frac{s + ry}{s + rx} \frac{x^o - x}{y - x^o}.$$ 

Here

$$\frac{s + ry}{s + rx} \leq \frac{y}{x},$$

since $x \leq y$. So, (11) would be implied by $y - x^o \geq x^o - x$, which would be implied by

$$h(x^o - w) \leq h(x^o + w)$$

(12)
for $0 < w < x^o$. To establish (12), let

$$
k(w) = h(x^o - w) - h(x^o + w)
= (r + 1)[\log(x^o - w) - \log(x^o + w)]
- (r + s)[\log(s + r(x^o - w)] - \log[s + r(x^o + w)]\}.
$$

Then $k(0) = 0$, $k'(0) = 0$, and

$$
k'(w) = -(r + 1)\frac{2x^o}{(x^o)^2 - w^2} + (r + s)\frac{2t}{t^2 - w^2},
$$

where $t = s/r + x^o$. So,

$$
((x^o)^2 - w^2)(t^2 - w^2)k'(w) = 2(r + s)t((x^o)^2 - w^2) - 2(r + 1)x^o(t^2 - w^2)
= 2[(r + 1)x^o - (r + s)t]w^2
< 0,
$$

and the proposition follows. \hfill \diamond

**Corollary 1** $F(x_0) \geq 1/(1 + \alpha)$.

*Proof.* From (9), $\tilde{u}(x_0) = u_0$ and $\tilde{\ell}(x_0)^2f[\tilde{\ell}(x_0)] = \tilde{u}(x_0)^2f[u(x_0)]$. So, $x_0 = y[\tilde{\ell}(x_0)]$ in the notation of Proposition 4 and, therefore, $1 - F(x_0) \leq F[\tilde{\ell}(x_0)]$; and $F[\tilde{\ell}(x_0)] = \alpha F(x_0)$ from the definition of the credible intervals. So, $1 - F(x_0) \leq \alpha F(x_0)$, as asserted. \hfill \diamond
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