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Abstract

Singular Value Decomposition (SVD) is a useful tool in Functional Data Analysis (FDA). Compared to Principal Component Analysis (PCA), SVD is more fundamental, because SVD simultaneously provides the PCAs in both row and column spaces. We compare SVD and PCA from the FDA view point, and extend the usual SVD to variations by considering different centerings. A generalized scree plot is proposed to select an appropriate centering in practice. Several matrix views of the SVD components are introduced to explore different features in data, including SVD surface plots, rotation movies, curve movies and image plots. These methods visualize both column and row information of a two-way matrix simultaneously, relate the matrix to relevant curves, show local variations and interactions between columns and rows. Several toy examples are designed to compare as well as reveal the different variations of SVD, and real data examples are used to illustrate the usefulness of the visualization methods.
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1 Introduction

Functional Data Analysis (FDA) is the study of curves (and more complex objects) as data (Ram-say and Silverman, 1997, 2002). Methods related to Principal Component Analysis (PCA) have provided many insights. Compared to the PCA method, Singular Value Decomposition (SVD) can be thought of as more fundamental, because SVD not only provides a direct approach to calculate the principal components (PCs), but also derives the PCAs in row and column spaces simultaneously. In this paper, we view a set of curves as a two-way data matrix, explore the connections and differences between SVD and PCA from a FDA viewpoint, and propose several visualization methods for the SVD components.

Let $X$ be a data matrix. In the statistical literature, the rows of $X$ are often viewed as observations for an experiment, and the columns of $X$ are thought of as the covariates. SVD provides a useful factorization of the data matrix $X$, while PCA provides a nearly parallel factoring, via eigen-analysis of the sample covariance matrix, i.e. $X^TX$, when $X$ is column centered at 0. The eigenvalues for $X^TX$ are then the squares of the singular values for $X$, and the eigenvectors for $X^TX$ are the singular rows for $X$. In this paper, we extend the usual (column centered) PCA method into a general SVD framework, and consider four types of SVDs based on different centerings. Several criteria are discussed for model selection, i.e. selecting the appropriate type of SVD, including approximation performance, complexity, and interpretability. We introduce a generalized scree plot, which gives a simple way to understand the tradeoff between model complexity and approximation performance, and provides a visual aid for model selection in terms of these two criteria. See Section 3 and 5 for details.

Visualization methods can be very helpful in finding underlying features of a data set. In the context of PCA or SVD, common visualization methods include the biplot (Gabriel, 1971), scatter
plots between singular columns or singular rows (Section 5.1 in Jolliffe (2002)), etc. The biplot shows the relations between the rows and columns, and the scatter plot can be used to cluster them. However, for FDA data sets, these plots fail to show the functional curves.

In the FDA field, it is also common to plot singular columns or singular rows as curves. Marron et al. (2004) provided a visualization method for functional data (using functional PCA), which shows the functional objects (curves), projections on the PCs and the residuals. When considering a time series of curves, it used different colors to show the time ordering. These methods can also be applied in the SVD framework, but to understand all the structure in the data, they need to be applied twice, once for the rows and once for the columns. In addition, when the time series structure is complicated, color coding curves might not be enough to reveal the time effect.

In this paper, we propose several visualization tools to provide matrix views of the SVD components, which help to reveal new underlying features of the data set. The major tool is a set of surface plots. Related to the surface plot, we introduce SVD rotation movies, SVD curve movies, and SVD image plots. These visualization methods reveal different underlying information of the components. In fact, the visualization method in Marron et al. (2004) (for example, the first column in Figure 3 of their paper) can be viewed as one particular snapshot of the SVD rotation movie. These visualization methods are motivated by an Internet traffic data set, which is discussed in Section 2 to illustrate the usefulness of these tools. Two other real applications are reported in Section 6. One chemometrics data set is used to show that a zoomed version of the surface plots and the SVD movies highlight local behaviors. A Spanish mortality data set is analyzed to illustrate that the image plot highlights the cohort effect (i.e., the interaction between age groups and years).

The remaining part of the paper is organized as follows. The motivating example in network traffic analysis is in Section 2. Section 3 gives a brief introduction of SVD, and compares it with
PCA. Section 4 describes the generation of the plots and the movies in details. Section 5 shows several toy examples to illustrate the four types of centerings. The chemometrics and demography applications are reported in Section 6.

2 Motivating Example

Internet traffic, measured over time at a single location, forms a very noisy time series. Figure 1(a) shows an example of network traffic data collected at the main Internet link of the UNC campus network, as packet counts per half hour over a period of 7 weeks, which cover part of two sessions of UNC summer school in 2003. The approximately 49 tall thin spikes represent peak daytime network usage, which suggests that there is a strong daily effect. The tallest spikes are grouped into clusters of 5 corresponding to weekdays, with in-between gaps corresponding to weekends.

![Figure 1](image.png)

Figure 1: (a) Original time series plot of packet counts per half-an-hour over 49 days. (b) Mesh plot for the original network traffic data.

Because of the expected similarity of the daily shapes, and as a device for studying potential contrasts between these shapes (e.g. differences between weekdays and weekends), we analyze the time series in an unusual way. We rearrange the data as a $49 \times 48$ matrix, so that each row represents one day, and each column represents one half-hour interval within a day. This treatment
is similar to the singular-spectrum analysis method (Golyandina et al., 2001). A mesh plot showing the structure of the data matrix is in Figure 1(b). This shows that the data matrix is noisy, but we can still see a weekly pattern and also clear daily shapes from it.

One way to analyze the data set is to treat the daily shapes, the *rows* of the data matrix, as functions (curves), and to use some functional data analysis methods to understand underlying features. PCA has proven to be very useful for this purpose. But observe that the *columns* of the matrix are also curves (i.e. time series) of interest as well. In particular, for each fixed half hour interval, these are the counts over day. A natural eigen-analysis for simultaneous PCA of rows and columns is SVD of the matrix. This decomposition is similar to the analysis of call center data sets in Shen and Huang (2005). Similar to the PCA method, SVD provides a useful first tool for exploratory data analysis. SVD decomposes the data matrix into a sum of rank one matrices (which are the SVD components). Each component provides insights into features of the data.

To find underlying data features using SVD, we provide a set of surface plots of the SVD components, which help to examine the data matrix in both directions (i.e., both rows as data, and columns as data). Long (1983) used a similar method to illustrate matrix approximation of SVD from a mathematical education view point. Interpretation of the surface plots is aided by a movie which shows the plots from different angles and a movie which highlights the rows and columns. The movies can be used to demonstrate the time-varying features of the components, and highlight some special features or outliers. These visualization methods can be used alone or with other visualization methods, to find interesting structures in the data.

For the network traffic data, the SVD surface plot is in Figure 2. The top left is the mesh plot for the original data matrix (the same as Figure 1(b)). The top middle is the first SVD component, which resembles a smoothed version of the original data matrix, showing a clear weekly pattern.
Figure 2: SVD surface plot for the 49 days network traffic data. SV1-SV3 are a decomposition of the data matrix. These are combined to give the model in the bottom middle panel, with corresponding residual shown in the bottom right panel.

This first SVD component also indicates that weekdays and weekends might not share the same daily shape (or magnitude of daily shapes). The top right is the second component, which has a clear shape for weekends, and is relatively flat for weekdays. This indicates the existence of a weekday-weekend effect, and suggests analyzing weekend and weekday data separately as a good option. The lower left is the third component, which shows that there are very large bumps in some days. These bumps indicate that the corresponding dates have some special features, as discussed below.

The SVD movies for this data highlight those features. Figure 3 shows snapshots of the SVD
Figure 3: Three careful chosen snapshots of SVD curve movie for the third SVD component for the Network data. They highlight several outlying days by showing high spikes on the surface.

curve movie for the third component. For example, in the left panel, the curve movie highlights Sunday, June 29 as a possible outlier, by showing a large bump. This day had a network workload that was between the normal weekday and weekend data. A check of the university calendar reveals that this is the first Sunday for the second summer session, when a large number of students returned from home after the summer session break, which made the network usage different from the other weekends. All movies for this data set can be easily viewed at the web site of Zhang (2006). More analysis of this network data is discussed in Section 6.1.

3 SVD and PCA

In this section, we give a brief introduction of the mathematical underpinnings of SVD (Section 3.1), its relation with PCA (Section 3.2), and a visual aid for selecting different centerings (Section 3.3).
3.1 SVD and its properties

Let $X = (x_{ij})_{m \times n}$ with rank($X$) = $r$. The SVD of $X$ is defined as

$$X = USV^T = s_1 u_1 v_1^T + s_2 u_2 v_2^T + \cdots + s_r u_r v_r^T$$

where $U = (u_1, u_2, \ldots, u_r)$, $V = (v_1, v_2, \ldots, v_r)$, and $S = \text{diag}\{s_1, s_2, \ldots, s_r\}$ with $s_1 \geq s_2 \geq \cdots \geq s_r > 0$. The vectors $\{u_i\}$ and $\{v_i\}$ are called singular columns and singular rows respectively (Gabriel and Odoroff, 1984); the scalars $\{s_i\}$ are called singular values; and the matrices $\{s_i u_i v_i^T\} (i = 1, \ldots, r)$ are referred to as SVD components.

Let $\{r_i : i = 1, \ldots, m\}$, $\{c_j : j = 1, \ldots, n\}$ be the row and column vectors of the matrix $X$ respectively. The singular columns $\{u_i\}$ form an orthonormal basis for the column space spanned by $\{c_j\}$, and the singular rows $\{v_j\}$ form an orthonormal basis for the row space spanned by $\{r_i\}$. The SVD factorization has an important approximation property. Let $A$ be a rank $k$ ($k \leq r$) (approximation) matrix, and define $R = X - A = (r_{ij})_{m \times n}$ as its residual matrix. We then define the Residual Sum of Squares (RSS) of the matrix $A$ as the Sum of Squares (SS) of the elements in $R$, i.e., $\text{RSS}(A) = \text{SS}(R) = \sum_{i=1}^{m} \sum_{j=1}^{n} r_{ij}^2$. Householder and Young (1938) showed that

$$\arg\min_{A : \text{rank}(A) = k} \text{RSS}(A) = A_k = \sum_{l=1}^{k} s_l u_l v_l^T,$$

and the corresponding residual matrix $R$ is $R = X - A_k = \sum_{l=k+1}^{r} s_l u_l v_l^T$. In other words, the SVD provides the best rank $k$ approximation of the data matrix $X$.

3.2 Four types of centerings for SVD

As noted above, SVD and PCA are closely related. SVD as defined above provides a decomposition of $X$. PCA is very similar with the only difference being column mean centering. Our matrix view raises a natural question of: “why not do row mean centering?” We will study and compare four
possible types of centerings and correspondingly four types of SVD: no centering (simple SVD or SSVD), column centering (column SVD or CSVD), row centering (row SVD or RSVD) and centering in both row and column directions, which is referred as double centering (Double SVD or DSVD).

Let \( \mu \) be the overall mean (or grand mean) of all the elements in \( X \), \( \mu_c \) be the column mean vector with the elements being the means of the columns, and \( \mu_r \) be the row mean vector with the elements being the means of the corresponding rows. We define the sample column mean matrix as \( \text{CM} = 1_{m \times 1} \mu_c^T \), sample row mean matrix as \( \text{RM} = \mu_r 1_{1 \times n} \), and the sample double mean matrix as \( \text{DM} = \mu_r 1_{1 \times n} + 1_{m \times 1} \mu_c^T - \mu 1_{m \times n} \). We can use the same formula \( X = A + R \) for all these four types of SVD, where \( A \) is the approximation matrix, and \( R \) is the residual matrix. For no centering, \( A = A^{(s)} \) is the sum of the first several SVD components of \( X \), which is the best approximation matrix at the corresponding rank. For column centering, \( A = \text{CM} + A^{(c)} \) where \( A^{(c)} \) is the sum of the first several SVD components of \( X - \text{CM} \). Similarly, for row centering and double centering, we have \( A = \text{RM} + A^{(r)} \) and \( A = \text{DM} + A^{(d)} \), where \( A^{(r)} \) is the sum of the first several SVD components of \( X - \text{RM} \) and \( A^{(d)} \) is the sum of the first several SVD components of \( X - \text{DM} \). Note that \( A \) here is not the same for the four centerings, while we just use the same notation for simplicity. Note that CM and RM have rank 1, and DM is at most rank 2.

Another natural choice of centering is removing the overall mean and then applying SVD. When all the data observations are far away from the origin (the mean is relative larger than the variability of the data set), removing the overall mean will decrease the magnitudes of the observations, and thus improve the numerical stability of the SVD. However, Gabriel (1978) mentioned that, for the model with an overall constant plus multiplicative terms, the least square estimation is not equivalent to fitting the overall mean and then applying the SVD for the residual part. With a
functional data set, the overall mean does not provide informative curve information of the data set. There are cases where removing the overall mean will cause the data result in losing some good features, for example, the orthogonality of the curves (see one example in Zhang (2006)). Note that the column/row/double centerings automatically remove the grand mean. Thus, we will not discuss the case of just removing the overall mean. However, our programs do provide the option of applying SVD after just removing the overall mean.

3.2.1 Approximation Diagram

Figure 4: Relationship between approximations using the four types of SVD. A lower level approximation is always worse than an upper level one. Note that the lower level also provides a simpler model than the upper level.

Figure 4 shows the relative approximation relations among the four types of centerings. The boxes on the same horizontal level have non-comparable RSS (i.e., either can give a better approx-
imation). Lower level boxes always have larger RSS than upper level boxes. The grand mean (i.e.,
the overall mean) provides the worst approximation (i.e. the largest RSS) of all rank 1 matrices,
and is worse than the column mean and row mean approximations. The line segments show direct
comparisons given in Equations (1)-(4). For example, the column mean provides a larger RSS
than both the double mean and the first SSVD component. So does the row mean (as shown in
Equations (1)-(2) with rank($A^{(s)}$) = 1). The first SSVD component has a larger RSS than either
RSVD or CSVD using the mean matrix plus one SVD component. So does the double mean.

This diagram also shows the level of complexity in the sense that models on the same level
share similar complexity, and the lower level models are simpler than the upper level models. For
example, As shown in Figure 4, a model using either column mean or row mean is simpler than
using double mean or the first SSVD component. In fact, the double mean can be viewed as the sum
of the row mean and the column mean (i.e., an additive model), while the first SSVD component
can be viewed as the product of the row and the column mean (i.e., a multiplicative model). This
is why we view them as having the same level of complexity.

3.2.2 Theoretical Comparisons

The following are theoretical comparisons between the four types of SVD, in terms of approximation
performance. Some of these results are reported in a different form in the appendix of Golyandina
et al. (2001).

1. If rank($A^{(c)}$) = rank($A^{(r)}$) = rank($A^{(d)}$), we have

   \[
   \text{RSS} \left( \text{CM} + A^{(c)} \right) \geq \text{RSS} \left( \text{DM} + A^{(d)} \right), \quad \text{and} \quad \text{RSS} \left( \text{RM} + A^{(r)} \right) \geq \text{RSS} \left( \text{DM} + A^{(d)} \right). \quad (1)
   \]

   These equations show that the double centering gives a better approximation than either the
column centering or the row centering. Note that the rank of the approximation matrix of the double centering \((\text{DM} + A^{(d)})\) is usually greater than the other two.

2. If \(\text{rank}(A^{(c)}) = \text{rank}(A^{(r)}) = \text{rank}(A^{(s)}) - 1\), we have

\[
\text{RSS}\left(\text{CM} + A^{(c)}\right) \geq \text{RSS}\left(A^{(s)}\right), \quad \text{and} \quad \text{RSS}\left(\text{RM} + A^{(r)}\right) \geq \text{RSS}\left(A^{(s)}\right). \tag{2}
\]

Similarly, the above two equations show that the SSVD approximation is better than either the column or the row centering, if the approximation matrices have the same rank.

3. If \(\text{rank}(A^{(c)}) = \text{rank}(A^{(r)}) = \text{rank}(A^{(s)})\), we have

\[
\text{RSS}\left(\text{CM} + A^{(c)}\right) \leq \text{RSS}\left(A^{(s)}\right), \quad \text{and} \quad \text{RSS}\left(\text{RM} + A^{(r)}\right) \leq \text{RSS}\left(A^{(s)}\right). \tag{3}
\]

This suggests that, with the same number of SVD components, the RSVD and CSVD models provide better approximation than the SSVD model. In this case, the approximation matrix of RSVD and CSVD have a rank that is one larger than that of SSVD.

4. If \(\text{rank}(A^{(c)}) = \text{rank}(A^{(r)}) = \text{rank}(A^{(d)}) + 1\), we have

\[
\text{RSS}\left(\text{CM} + A^{(c)}\right) \leq \text{RSS}\left(\text{DM} + A^{(d)}\right), \quad \text{and} \quad \text{RSS}\left(\text{RM} + A^{(r)}\right) \leq \text{RSS}\left(\text{DM} + A^{(d)}\right). \tag{4}
\]

This shows that if approximation matrices have the same rank, the CSVD and RSVD models have a better approximation performance than DSVD.

5. In terms of the RSS, there is no clear relationship between column centering and row centering (either could be better), nor between double centering and no centering.

When a data set is being explored, sometimes the context may suggest the most appropriate centering. Otherwise, we suggest to try all four centerings and decide which one is preferable. The
following criteria should be considered: the model should have a small RSS, few components and be easy to interpret. In some situations, the aim of the problem and the constraints of the related context should also be considered, as shown in Section 5.

3.3 Model Selection and Generalized Scree Plot

In this subsection, a generalized scree plot is proposed as a visual aid to determine the appropriate centering and the number of components. In the context of PCA, the scree plot (Cattell, 1966) is widely recommended to determine an “appropriate” number of PC components. Note that in some contexts, the log-scale scree plot might convey an entirely different impression. See Section 6.1.3 in Jolliffe (2002).

Here we define the scree plot for the four types of centerings in a novel way, since the mean matrices and their degree of the approximation need to be incorporated into the plot. Let $A_k$ be the approximation matrix of the four types of centerings with rank $k$ ($k + 1$ for DSVD), i.e. the sum of the first $k$ SSVD components; or column (/row/double) mean matrix plus the first $k - 1$ CSVD (/RSVD/DSVD) components. $R_k$ is the residual matrix corresponding to $A_k$. We denote $l_k = SS(R_k)/TSS$ (where the Total Sum of Squares (TSS) is $TSS = SS(X)$) as the residual proportion of the TSS. The plot of $(k, l_k)$ is called the residual proportion plot. It is obvious that $l_k$ is non-increasing, and we can use similar rules to decide the appropriate number of components.

As noticed in Section 3.2, if the approximation matrices of CSVD/RSVD/SSVD have the same rank $k$, and DSVD has rank $k + 1$, we know SSVD is the best rank $k$ approximation, while the CSVD/RSVD has larger RSS than the first $k$ SSVD components, but has smaller RSS than the first $k - 1$ SSVD components (Equations (1)-(4) showed these comparisons). These comparisons also hold in terms of model complexity, where smaller can be replaced by simpler. If we plot $(k,
(l_k) for the usual SVD in the integer grid of k, the RSVD and CSVD residual proportion should be in between k and k – 1. Thus we use the half-grid k – 1/2 here to show the approximation performance of the RSVD/CSVD (i.e., plot (k – 1/2, l_k) for RSVD/CSVD). The DSVD with one larger rank has comparable RSS with SSVD, so we plot it at the same level as SSVD.

The resulting plot described above is defined as our generalized scree plot, where simpler models are always to the left. The above special treatment (i.e., plotting (k – 1/2, l_k) for the CSVD and RSVD models instead of (k, l_k)) makes the generalized scree plot have a good feature. The points in the generalized scree plot correspond to (the models of) the rectangles in the approximation diagram of Figure 4. And the levels from the bottom to the top in Figure 4 correspond to the grids on the horizontal axis from the left to the right. Thus, the generalized scree plot simultaneously visualizes the approximation performance and model complexity. In order to choose the appropriate centering and number of components, one possible way to decide the number of components uses the usual interpretation of scree plot. After this, one can select the one which is the leftmost. Zhang (2006) provides a MATLAB function, gscreeplot.m, to generate the generalized scree plot, which allows various options, including log-scale scree plot. Note that the scree plot assumes a strong signal, with large variation relative to the noise component. If this assumption is violated, other considerations should be used to select the optimal model.

Figure 5 shows the generalized scree plot for the network data set in Section 2. From the plot, we find that all four models use two components for the major modes of variation, and they have similar approximation performance. In terms of model complexity, we might use either RSVD or CSVD as the final model to find underlying features of the network data set. By looking at the surface plots (the SSVD surface plot is in Figure 2, and the other three can be viewed at Zhang (2006)) of all four types of centerings, we find SSVD with three components provides the
Figure 5: Generalized Scree plot for the network traffic data. It shows that all four types of centering use two components to explain the major modes of variation. Thus the RSVD/CSVD model with two components is the best in terms of model complexity and approximation performance. By looking at all the surface plots, we choose SSVD with three components as the model to analyze the network data, because it provides the best interpretability in this context.

This is an example of overruling the usual interpretation of the scree plot. However, viewing the generalized scree plot can be a good starting point in terms of model selection. See Section 5 for more discussions.

4 Generation of the plots and the movies

Details of the generation of the surface plot, image plot and two SVD movies (SVD rotation movie and SVD curve movie) are provided below.

Surface plots: The surface plots consist of $k + 3$ ($k < \text{rank}(X)$) subplots. The first one is the
mesh plot for the original data matrix, the next \( k \) subplots are the mesh plots for the first \( k \) SVD components \((s_i u_i v_i^T)\), the \((k + 2)\)nd subplot is the mesh plot for the \( k \)-component approximation of the data matrix, i.e. the summation matrix of the first \( k \) components, and the last one is the mesh plot for the residual. The surface plots can be generated using the MATLAB function \texttt{svd3dplot.m}, which can be obtained from Zhang (2006).

**Image plots:** The image plots provide a special view angle of the SVD components, by showing the image view of the original data matrix, the first \( k \) SVD components, the reconstruction of the \( k \) components, and the residual after the approximation. In our design, we let the minimal value of each component share a cool color (blue), and the maximum value share a hot color (red). The SVD images provide a good view angle to highlight the local variations, data subgroups and interactions between columns and rows. The program \texttt{svd3dplot.m} in Zhang (2006) with option ('iimage', 1) generates the image plots. See the demographical data (Section 6.3) as an example.

**SVD rotation movie:** Viewing the surface plots from different angles helps to find data features. Another program \texttt{svdviewbycomp.m} in Zhang (2006) generates movies for different SVD components with different angles of view. It rotates the surface plot of an SVD, so that different data features are more clear from different view points. The SVD rotation movie for the network data is explained in Section 6.1.

**SVD curve movie:** The SVD curve movie illustrates how the SVD components relate to classical Functional Data Analysis. The curve movie of the \( i \)th SVD component \((s_i u_i v_i^T)\) builds on the mesh plot of the component. Two reference curves with different colors and are used to indicate how the surface is generated from the singular row \((v_i)\) and singular column vectors \((u_i)\). The blue curve plots a scaled singular column \((c_{ui} u_i)\), where \( c_{ui} = \max_{kl}((u_i v_i^T)_{kl})/\max_k(|u_{ik}|) \); and the green curve is the scaled singular row \((c_{vi} v_i)\), where \( c_{vi} = \max_{kl}((u_i v_i^T)_{kl})/\max_k(|v_{ik}|) \). These
constants are chosen so that the reference curves share a comparable vertical range to the surface. A red line varies from the first row to the last and then back to the first row, while a red dot moves along the singular column (the blue curve) with respect to the red line. Then the red line varies from the first column to the last and then back to the first column, while the corresponding red dot varies along the singular row (the green curve). The motion shows how the curves change in both directions, and highlights features of interest, such as outliers. The two functions \texttt{svd3dplot.m} and \texttt{svd3dzoomplot.m} in Zhang (2006) can generate the SVD curve movie and its zoomed version. For large data sets, it is helpful to restrict the range for rows or columns to get a zoomed SVD movie, which demonstrates local features. Three snapshots of the curve movie for the network data are provided in Figure 3. The zoomed curve movie is illustrated by an chemometrics data in Section 6.2.

5 Four types of SVD and toy examples

In this section, we use several simulated examples to illustrate model selection of the four types of SVD. These examples make it clear that sometimes we do not have a “best” choice. Also for real applications, it is not enough to use only the generalized scree plot to select appropriate models. However, the generalized scree plot is still useful to give an initial impression of which model might be a better candidate. It is also useful when the user does not have time for deep exploration of the data sets. If time permits, we strongly recommend to apply the four types of the centerings simultaneously, and use some visualization methods including the matrix views or other information, and select the most interpretable model.

We designed several simulated data sets to illustrate the above idea of model selection. They also showed that each of the four types of centerings can be the most appropriate model. Here we
just show three interesting data sets to save space. All these simulated data sets are designed as
$49 \times 48$ matrices, the same as the network traffic data set we discussed in Section 2. In this setting,
e.g. the first and the third example, each row can be viewed as one daily usage profile, and each
column can be treated as a cross-day times series of one specific time in a day. These data sets are
designed to have clearly weekly patterns. A large number of plots and other simulated examples,
similar to those actually shown in this section, are available at Zhang (2006) to save space.

5.1 Example 1

The first example is used to illustrate a situation where CSVD gives the best approximation per-
formance. This example is designed to be the sum of a column mean matrix (i.e., $\mu_c(j)$ in equation
(5)), a multiplicative component (i.e., $f_2(i)g_2(j)$ in equation (5)), and some noise. The model can
be written as

$$h_1(i,j) = \mu_c(j) + f_1(i)g_1(j) + \varepsilon(i,j) \quad (5)$$

where $\mu_c(j) = \sin(j\pi/24)$, $g_1(j) = -\cos(j\pi/24)$, $f_1(i) = 1$, when $\text{mod}(i,7) \neq 0$ and 6; or $f_1(i) = 2$
when otherwise. and $\varepsilon(i,j) \overset{\text{iid}}{\sim} N(0, .04)$. Note that we will use the same notation $\varepsilon$ for different
realizations of all the simulated examples. In terms of network usages, the weekdays and weekends
do not have the same usage magnitudes (due to the multiplicative component), nor the same usage
patterns (because of the column mean component).

The generalized scree plot suggests that there are 2 components for the CSVD/DSVD/SSVD
models, while there are 3 components for the RSVD model. The RSVD is the worst model among
the four, because the row mean matrix explains a very low proportion of the TSS. The scree plot
shows that CSVD with 2 components is the leftmost one, which suggests the CSVD is the best
model among the four types of centerings, in terms of complexity and approximation performance.
We will use the surface plots to compare the interpretabilities of the four centerings.

Figure 6: Log-scale generalized scree plot for the first toy example. By using the scree rule mentioned in the text, one is suggested that there are two components for CSVD/SSVD/DSVD, and three components for RSVD. CSVD is the leftmost one, thus it is the appropriate model for the first toy example.

By examining the surface plots of all four centerings, we find the RSVD and SSVD provide similar decomposition, except, the RSVD has one row mean matrix. This similarity is due to the low proportion of the row mean matrix, as discussed earlier. The surface plots of the CSVD (The left four panels in Figure 7) show the common usage pattern in the second panel of the first row. The first SVD component of the CSVD shows the contrast between the weekdays and weekends. It shows that after removing a common daily usage profile, the contrast curves between the weekdays and weekends have the same shape, but have different contrast magnitudes. It is hard to answer the question of whether the contrast between them is different in daily shapes or in different usage magnitudes.

Meanwhile, the surface plots for the SSVD (the right four panels in Figure 7) use two components for the major variation of the data matrix. If the daily usages share the same usage pattern but with different magnitudes, one SSVD component should be enough for the major modes of variation. Thus, the two SSVD components for this example suggest that weekdays and weekends do have
Figure 7: The left four panels are the surface plots of CSVD for the first toy example, and the right four panels are the surface plot of SSVD for the first toy example, from equation (5). For the first toy example, RSVD and DSVD are worse in terms of approximation. However, SSVD and the CSVD are candidates of good approximation performance. CSVD is better than SSVD, because it contains simpler model. However, SSVD shows that weekdays and weekends have different daily shapes and different magnitudes of daily usages.

different usage patterns and different magnitudes. This suggests that the SSVD model for this example has better interpretation than the CSVD model.

For the model selection of (5), we find that it is hard to distinguish whether SSVD or CSVD is “better”. For the two good candidates, the CSVD is a simpler model (mean plus one multiplicative CSVD component is simpler than two multiplicative SVD components), while the SSVD has better interpretation (weekdays and weekends do not share the same usage pattern, nor do the usage magnitudes).

5.2 Example 2

The second example is designed to illustrate that RSVD has the best approximation performance among the four in a context that is much different from just the transpose of Example 1. The
model is set up as the sum of a row mean matrix \( f_2(i) \) in equation (6), a multiplicative component \( f_3(i)g_3(j) \) in equation (6)) and noise, and can be written mathematically as

\[
h_2(i, j) = f_2(i) + f_3(i)g_3(j) + \varepsilon(i, j)
\]

where \( f_2(i) = \cos(i\pi/24) \), \( f_3(i) = \sin(i\pi/24) \), \( g_3(j) = 1 \), when \( 1 \leq j \leq 12 \) or \( 25 \leq j \leq 36 \); or \( g_3(i) = -1 \), when \( 13 \leq j \leq 24 \) or \( 37 \leq j \leq 48 \).

The model of the second simulated example is different from the first one in an important way. The function \( g_3(j) \) in the multiplicative component is orthogonal to the constant vector \( 1_{48 \times 1} \), and \( f_3(i) \) is orthogonal to \( f_2(i) \). These make the row mean matrix \( f_2(i) \) and the multiplicative component \( f_3(i)g_3(j) \) orthogonal to each other in both the column space and the row space. In this example, the rows of the simulated data are not useful models for daily network traffic.

Figure 8: Log-scale generalized scree plot for the second toy example. By using the scree rule mentioned in the text, one is suggested that there are two components for DSVD/RSVD/SSVD, and three components for CSVD. RSVD is the leftmost one, thus it is the appropriate model for the second toy example in terms of approximation performance and complexity.

The generalized scree plot shows the CSVD is the worst model, because of the low percentage of TSS explained by the column mean matrix. It also suggests that the RSVD and the SSVD are
better models. Based on the rules discussed in Section 3.3, the generalized scree plot suggests the RSVD will be the “optimal” model among the four centerings.

Figure 9: The left four panels are the surface plots of the SSVD for the second toy example, and the right four panels show the surface plots of the corresponding RSVD model. The SSVD picks the multiplicative component in (6) as the first component. And the second SSVD component is close to the row mean matrix. The reason for this is because these two components are orthogonal to each other in both the row and the column space, and the multiplicative component has larger variations than the row mean matrix. The RSVD gives an opposite decomposition, which is almost the same as the model where the data matrix is generated from.

The SSVD surface plots are the left four panels in Figure 9, and the right four panels in Figure 9 show the RSVD surface plot of the simulated data set. By looking at the surface plots, we find that the SSVD essentially picks the second part \( f_3(i)g_3(j) \) as the first SVD component, and the first part \( f_2(i) \) as the second component. In fact, the variation of the second part \( f_3(i)g_3(j) \) is larger than the first part, thus the relative energy (i.e., the proportion of TSS) in the second part dominates the first one, so that the SSVD picks it as the leading SVD component. The RSVD gives the opposite decomposition with the data matrix almost the same as the model described in
equation (6).

In summary, for this data set, SSVD, RSVD and DSVD all provide good separation. We suggest to use the most parsimonious one (the lowest level in the diagram (Figure 4)), the RSVD model. This is close to the true model (6). Note that the interpretabilities of the SSVD model and the RSVD model are essentially the same for this example.

5.3 Example 3

The third example is used to illustrate that the CSVD is the best model when model complexity and approximation performance are considered. On the other hand, the worst model in terms of the above two criteria, the RSVD, provides the best model in terms of interpretability. This example has a model, which contains an overall mean level shift ($\mu$) and two multiplicative components. The mathematical description of this simulated data set is

$$h_3(i, j) = \mu + f_4(i)g_4(j) + f_5(i)g_5(j) + \varepsilon(i, j),$$

(7)

where $f_4(i) = 2$, $f_5(i) = 0$ when mod($i, 7$) $\neq$ 0 and 6, and $f_4(i) = 0$, $f_5(i) = 1$ when otherwise; $g_4(j) = \sin(j\pi/48)$; $g_5(j) = \cos(j\pi/48)$. Here the two multiplicative components are orthogonal to each other in both column and row spaces. In this example, we use $\mu = 5$, such that all elements in $h_3$ are positive.

The generalized scree plot shows that the RSVD uses three components for the major modes of variation, while other SVDs use two components, which suggest that the RSVD is the “worst” model among the four types of centerings. The CSVD model is the best in terms of complexity and approximation performance. However, after comparing all the surface plots (of the four types of decomposition), we find that the RSVD, the “worst” model from the generalized scree plot, provides the clearest decomposition using three components. The row mean matrix grasps the
Figure 10: The generalized scree plot for the third toy example. By using the scree rule mentioned in the text, one is suggested that there are two components for CSVD/DSVD/SSVD, and three components for RSVD. CSVD is the leftmost one, thus it is the appropriate model for this toy example in terms of approximation performance and model complexity. However, by looking at the surface plots of the four different centerings, RSVD provides the “optimal” interpretation among them.

weekly pattern. The first RSVD component shows sine curves for the weekdays, and is near flat in the weekends. And the second RSVD picks the cosine curves in the weekends, and stays close to zero for the weekdays. This gives a perfect separation of the curves in model (7). For this toy example, we might choose CSVD as the final model, because it is the best model in terms of approximation performance and complexity. On the other hand, RSVD can also be selected as the best choice, because it provides the best separation of the curves, thus it has the best interpretation.

6 Real Applications

In this section, we further illustrate the visualization methods. Section 6.1 continues the analysis of the network data discussed in the Section 2. The chemometrics data set in Section 6.2 is used to show the utilities of zoomed plots and zoomed movies. The image plot is illustrated in Section
Figure 11: The surface plot of the RSVD for the third toy examples, from equation (7). The RSVD is the worst model in the sense of the approximation. But it correctly picks up the weekly pattern (row mean matrix), the shapes of the weekdays (SV1) and the shapes of the weekends (SV2).

6.3 to show the interactions of age groups and years in a Spanish mortality data set.

6.1 Further analysis of Internet traffic data

Here we further analyze the network traffic data set in Section 2 by using the SVD rotation movie.

In Section 2, the surface plot gives an insightful visualization of the SVD components. Viewing the surface plot from different angles will help to highlight different interesting features, hence we recommend viewing the full SVD rotation movie. The left panel in Figure 12 shows a carefully chosen snapshot of the rotation movie of the first SSVD component. A careful examination shows that besides the typical weekly pattern, the fourth weekend seems to be a long weekend, and the
Figure 12: Snapshots of the SSVD rotation movie with carefully chosen angles of view. (a) The first SSVD component of the network traffic data set, showing the 4th weekend is a long weekend. (In fact, it contains the July 4th holiday, a Friday that year.) (b) the second SSVD component of the network traffic data set, showing the 19th row is a special weekday, which is similar to the weekends but with a smaller bump. (In fact, it is the last registration day of UNC summer school.)

The right panel in Figure 12 is also a carefully chosen snapshot of the rotation movie for the second SVD component. We find that the 19th row of the second SVD is unusual because although it is a weekday, it looks more like a weekend, but with a smaller bump. The 19th row was Friday June 27, the last day for late registration for the UNC summer school second session. Checking the original data set, we found that the network usage on that morning oscillates a lot, which might be explained by bursts of usage after the end of each class time, followed by rapid departure of the students.

The SVD rotation movie and SVD curve movie are useful for outlier identification, as discussed here and in Section 2. The above outlying days can also be identified by other visualization
methods. For example, scatter plots between singular rows can be very helpful in finding outlying days. Figure 13 shows the scatter plot between $u_1$ and $u_2$. From the scatter plot we find two groups of points. Investigation suggests that they correspond to the weekdays and weekends, as indicated using blue dots (for weekdays) and red plus (for weekends) respectively. Friday, July 4, was a holiday, and it falls into the weekend group, which is not surprising because on that day most students and school employees are away. Sunday, June 29, is between those two groups, for reasons discussed above. Friday, July 27, might also be found through this scatter plot, with an unusually low $u_2$ value. But the confidence here might not be high, because this point is not that far away from the weekday data points. Scatter plot of $u_1$ and $u_3$ can also show some outlying days, which is skipped because no new outliers were found.

For this data set, although the scatter plots among singular columns are useful to find clusters of days and some outlying days, a limitation is that they can not provide a functional view of the daily shapes and can not directly show what drives those days to be outliers. When the user uses SVD or PCA methods for a functional data set, we strongly recommend viewing surface plots and the two types of SVD movies during the exploration.

![Scatter plots between singular columns $u_1$ vs. $u_2$ for the Internet data.](image)

Figure 13: Scatter plots between singular columns $u_1$ vs. $u_2$ for the Internet data.
6.2 Chemometrics data

The chemometrics data considered here consists of 70 Infrared (IR) spectra of various samples of a polymeric material measured over a 27-day cooling period. Each IR spectrum has 1556 measurements representing integers “frequency numbers”. Hence, the data matrix is $70 \times 1556$. More details about this data can be found in Marron et al. (2004), which examined it using PCA. The IR spectra ideally can be expressed as a sum of “real” spectra, whose relative intensities change over time. An important objective for studying the IR spectra is to find the underlying chemical process, which is an open problem. In this subsection, we use CSVD to analyze this data, which is suggested by the generalized scree plot (the right panel in Figure 14). This is essentially the functional PCA in Marron et al. (2004). The new visualization tools discussed in Section 4 are used here to explore special features of the data in the spectral direction, which may offer some clue for addressing that open problem.

![Figure 14: The left panel is the mesh plot of 70 spectra of the Chemometrics data. The right panel shows the log-scale generalized scree plot for it. It suggests that the CSVD/DSVD/SSVD uses two components for major modes of variations, while the RSVD uses three components. In terms of model complexity, CSVD is recommended, which is exactly the functional PCA method used in Marron et al. (2004).](image-url)
Figure 15: (a) First CSVD component mesh plot for chemometrics data; (b) Zoomed First CSVD component (440-500 spectra) mesh plot.

The left panel of Figure 14 shows the mesh plot for the 70 IR spectra. The mesh plot in the time direction is rather flat, which indicates that the variation between spectra is significantly smaller than the mean spectra, and that most information is hidden in the deviations from the mean. The column mean matrix explains almost all (99.99%) of the total SS, and we need to examine more CSVD components for information on the underlying chemical process.

The first CSVD component (Figure 15(a)) explains 96.05% of the residual after removing the column mean. Its surface plot shows some interesting features at the spectra range 300-500, which is particularly interesting from a chemistry perspective. At some frequencies the curves change from bottom to top, an indication of an increase of the percentage of chemical materials with high spectrum at those frequencies during the cooling process, or a decrease of chemical materials with low spectrum. At some other frequencies the opposite occurs. We can highlight those frequencies by zooming in on the surface plot to the frequencies [300, 500] (Figure 15(b)). The zoomed SVD curve movie for the first CSVD component can be used to view the local changing patterns.

The zoomed curve movie of this first CSVD component within the frequencies between 440-500 is available at Zhang (2006). Figure 16 shows some snapshots of the movie. For instance, we
Figure 16: Snapshots of the zoomed version of the SVD curve movie of the first CSVD component for the Chemometrics data. The first row shows changing pattern in the time direction, while the second row highlights some significant frequencies in the spectra direction.

find that at 467, the spectrum varies from lower (than average) to higher (than average); and at 476, the spectrum varies from higher (than average) to lower (than average). This means that the chemical material corresponding to the frequency 467 changes from below the average to above the average. Similar peaks representing shifts in material types can also be found in other movies in Zhang (2006).

Besides highlighting signals in the spectral direction, the zoomed SVD movie also helps to understand the time-varying features. The three plots of the second row in Figure 16 show some snapshots of changing patterns in the time direction. The curve changes from a clear shape to a rather flat line and then to a flipped version of the clear shape. This phenomenon shows that the change is smooth with respect to time at all points in the spectra, which is also noted by using colored curves in Marron et al. (2004).

The higher order CSVD components also show some interesting features at frequencies less than
500. The zoomed SVD surface plots and the zoomed curve movies highlight those features. The
analysis is skipped here to save space, and the pictures are available at Zhang (2006).

6.3 A demographical data set

Understanding mortality is an important research problem in demography. The following analysis
is trying to understand the variation of Spanish mortality among different age groups and across
the years (from 1908 to 2002), following a first functional data analysis by Dr. Andrés M. Alonso
Fernández. The Spanish mortality data set (after a logarithm transformation) used here was
collected such that each row represents an age group (1 year) from 0 to 110, and each column
represents a year between 1908 and 2002 (HMD, 2005). We can view each column vector as a
mortality curve of different age groups; or each row vector as a time series of mortality of a given
age group. A mesh plot of this mortality data is in Figure 17. In the year direction, we find the
mortality decreases when the year increases. It seems likely that improvements in medical care and
in life quality made this happen. We also notice younger people benefit more than older people,
shown as larger decreasing magnitudes in the surface plot. In order to understand the variation from
1908 to 2002 (95 years), and also the variation of mortality among different age groups, a natural
choice for the analysis is the SSVD method. The generalized scree plot for this data set, shows that
the SSVD and the DSVD have similar approximation performance and complexity. However, the
surface plots for them show that the SSVD model has better interpretation, as discussed below.
Note that the logarithm transformation is monotone, so the variation information will be kept after
the transformation.

The surface plots of all four types of centerings for this data set can be found at Zhang (2006).
From the surface plot of the SSVD, as shown in Figure 18, we find the first SSVD (the upper left
Figure 17: The left panel is the mesh plot for the Spain mortality data set (after the logarithm transformation). It shows that there is a generalized decreasing trend across years for all the age groups. Also notice that the mortality of younger age groups decrease more significantly than that of older people. The right panel is the generalized scree plot for this data set. It suggests that SSVD and DSVD are better models in terms of approximation performance and complexity. By comparing the surface plots of these two types, SSVD model provides better interpretability, as shown in the surface plot in Figure 18 and the image plot in Figure 19.

panel) is a smoothed version of the original data. From it, we find the shape of the mortality curves (at different ages) remain mostly the same, but there is a decreasing trend over time. There are two medium bumps in the year direction. Checking the world history, we find these two outlying periods correspond to the 1918 world influenza pandemic, and the 1936-1939 Spanish civil war, which killed millions of people (in an unusual age distribution) in Spain. The second component (the upper right panel) highlights an infant effect, because all the other age groups look relatively flat in the surface. This shows that the mortality of infants decreasing significantly (compared to the average). The third component (the lower left panel) seems to give an interesting clustering of the data. For example, in the age direction, there are four prominent groups, lower than 3, from 3 to 18, from 18 to 45 and over 45. While in the year direction, there are four major groups as well,
which are from 1908-1935, 1936-1950, 1951-1985 and 1985-2002. Note that the first three years in
the year group 1936-1950, shown as relative larger bumps in the surface, correspond to the Spanish
civil war. The year group, from 1985 to 2002, corresponds to the increasing modern traffic fatalities.
There is also a large bump in the year group 1908-1935, which was driven by the 1918 influenza
pandemic. In addition, the third component shows several blocks in the matrix, which suggests
that the mortalities of different age groups were affected differently by these special events. For
example, the 1918 influenza pandemic, civil war and the modern traffic fatalities affected younger
people more than other age groups, shown as the higher blocks in the picture.

Figure 18: The surface plots for the SSVD of the Spanish mortality data set. The first SSVD components
is essentially the smoothed version of the original data set. It shows the general decreasing trend for the
same age groups, and the general contrast of different age groups. The second SSVD component shows the
infant effect by showing large bump at the corresponding age group. The third SSVD component shows
several blocks in the surface, which suggest some grouping information both in the age direction and in the
year direction, which is more straightforward in the image plot, as shown in Figure 19.
In order to highlight the local variation of each SSVD component, we look at the surface plots from a special angle, directly above the plots, and indicate the height of the surface in color. This leads to the image view of the matrices. The image plot for this data set is in Figure 19. As discussed in Section 4, we assign the maximum value of each matrix to a hot color (red), and the minimum of each matrix to a cool color (blue). The image view of the surface reveals relative variation within each component.

In Figure 19, the image view of the first SSVD component (the upper middle panel), reveals the decreasing trend among years. It also suggests that the decrease among younger people is more significant than for older people. In addition, the image highlights the above two outlying periods in years, by showing two dark red regions in the year 1918 and 1936-1945. Note that these two outlying periods are more apparent in the image plot than in the surface plot.

The second component in the image view is almost the same as the surface plots, showing the infant effect discussed above. The third component in the image view reveals the grouping information for the ages or possibly also for the years. The interpretation of this is similar to the surface plots, and is not reported here to save space, although the image view is more straightforward than the surface plots. The image view of the residual matrix highlights some interesting features, which might not be seen from other visualization methods. Instead of just showing noise as the surface plot seems to do, the image view of the residual has some blue diagonal lines in the left bottom area. These diagonal lines turn out to be the same population group (cohort) among the years. The blue lines are evenly distributed among the age groups, are 10 years apart, and all end at around 80 years age of old. This strange behavior exists for about 40 years, i.e., until 1958. A very likely reason for this is a rounding effect in the early years. This is believed to be due to imprecise death record, e.g., if somebody died at age 39, the age at death was sometimes recorded as 40. It is clear
Figure 19: The image plots of the SSVD for the Spain mortality data (after a logarithm transformation). The first three components provides similar underlying features as shown in Figure 18. However, the local variations here are more straightforward than the surface plots. The residual part shows blue diagonals in the lower left region, which correspond to the cohort effects. One possible reason for this is the rounding error when collecting data in the early 20th century.

that the image plot highlights this cohort effect (the interaction between age groups and years), which is harder to find using more conventional PCA visualization methods.

7 Discussions

With noisy data, the SVD components can contain a lot of noise. Both two referees pointed out that there is a lot of discussion between pre-smoothing before applying FDA methods or applying smoothing-incorporated FDA methods, for example, see Chapter 7 of Ramsay and Silverman (1997).
For our functional SVD method, if one prefers, one can pre-smooth the data matrix using his favorite smoother, and then apply our programs to gain some insights. We are working on incorporating some regularized SVD methods (for example, Huang et al. (2005)) into our program, which gives a more natural incorporation of smoothing.

A referee observed that our notion of the two-way data matrix requires that the data are observed on common grid points. In cases with irregularly observed data points or missing data, one could preprocess the data using some smoothing, interpolation or imputation methods to obtain regular observed data matrices, before applying our visualization methods.
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