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Abstract

In this article we propose a general Monte Carlo optimization algorithm, the so-called annealing contour Monte Carlo algorithm. The algorithm is illustrated by a neural network training example and compared with simulated annealing. The new algorithm is superior to simulated annealing in both theory and practice. The numerical results show that the new algorithm has made a drastic improvement over simulated annealing in neural network training in whatever computational times or the quality of the solutions.

1 Introduction

The multi-layer perceptrons (MLPs) [1] are perhaps the most well known type of feedforward neural networks. Figure 1 illustrates a MLP with structure 4-3-1 (four input units, three hidden units, and one output unit). In MLP, each unit independently processes the values fed to it by the units in the preceding layer and then presents its output to the units in the next layer for further processing, and the output unit produces an approximate to the target value. Given a group of connection weights $(\alpha, \beta)$, the MLP approximator can be written as

$$f(x_k|\alpha, \beta) = \varphi'(\alpha_0 + \sum_{i=1}^{M} \alpha_i \varphi(\beta_{i0} + \sum_{j=1}^{P} \beta_{ij}x_{kj})),$$

where $p$ denotes the number of input units, $M$ denotes the number of hidden units, $x_k = (x_{k1}, \ldots, x_{kp})$ is the $k$th input pattern, $\alpha_i$'s and $\beta_{ij}$'s are the connection weights from the hidden units to the output unit and from the input units to the hidden units, respectively. Here the bias unit is treated as a special unit with a constant input, say, 1. The $\varphi(\cdot)$ and $\varphi'(\cdot)$ are the activation functions of the hidden units and the output unit, respectively. In this paper they both are set to the sigmoid function, although they may not be the same necessarily. To force $\hat{f}$ to converge to the target function, it is usually to minimize the following objective function

$$H(\alpha, \beta) = \sum_{k=1}^{N} (\hat{f}(x_k|\alpha, \beta) - y_k)^2,$$

where $y_k$ denotes the target output corresponding to the input pattern $x_k$. So the problem of MLP training can be stated to choose the connection weights $(\alpha, \beta)$ such that the function $H(\alpha, \beta)$ is minimized. In the following we will call $H(\alpha, \beta)$ the energy function of the network.

Due to the nonlinearity and high dimensionality of $H(\alpha, \beta)$, MLP training has posed as a challenge optimization problem in scientific computing for a long time. Many algorithms have been proposed for the problem in the literature. These algorithms can be divided into two categories, namely, deterministic and stochastic. The deterministic algorithms include backpropagation [2], and some second-order training algorithms [3, 4, 5, 6]. These algorithms suffer from a common difficulty: They tend to converge to local minima, rendering the network learning insufficiently and generalizing poorly. To alleviate this difficulty, a number of algorithms have been proposed to help the network escape from local minima based on some perturbations on the backpropagation process. For example, Ref. [7, 8, 9] propose to perturb the weights by adding noise or based on a stochastic rule, and Ref.[10] proposes to perturb the activation function when backpropagation has converged to local minima. In fact, the effects of these perturbations are limited. They are not effective at enabling the network to escape from local minima and only make the network fail to converge to a global minimum within a reasonable number of iterations. [11, 12].

The most famous stochastic algorithm for neural network training is simulated annealing [13]. Ref.[14, 15] show that simulated annealing can improve the convergence of neural network training. Theoretically, simulated annealing
Figure 1: Structure of a MLP with four input units, three hidden units and one output unit. The arrows show the direction of data feeding, where each unit independently processes the values fed to it by the units in the preceding layer and then presents its output to the units in the next layer for further processing.

could converge to the global minimum [16], but the required cooling schedule is so slow that it is impossible to be implemented exactly. This method usually displays slow convergence even for simple learning tasks [17]. The other stochastic algorithms include the genetic algorithm [18], and some MCMC algorithms for Bayesian neural networks [19, 20, 21, 22]. Although the genetic algorithm have produced some results competitive with that of simulated annealing, the theory is not clear if it will converge to the global minimum. Bayesian neural networks are not the focus of this paper.

In this paper, we provide a new Monte Carlo optimization algorithm, the so-called annealing contour Monte Carlo algorithm, for neural network training. We show that the new algorithm is superior to simulated annealing in both theory and practice. The superiority of the new algorithm is illustrated by the parity problem. The numerical results show that the new algorithm has made a drastic improvement over simulated annealing in whatever computational times or quality of the solutions.

2 Annealing Contour Monte Carlo

In this section we first describe the general CMC algorithm [23], and then present its space annealing version for optimization problems. Suppose that we want to make an inference for the following Boltzmann distribution,

\[ f(x) = \frac{1}{Z} \exp\{-H(x)/\tau\}, \quad x \in \mathcal{X}, \]

where \( \tau \) is called the temperature, \( \mathcal{X} \) is called the sample space, \( H(x) \) is called the energy function, and \( Z \) is the normalizing constant of the distribution. CMC works in the style of importance sampling, that is, it may work directly on any non-negative function \( \psi(x) \) defined on the sample space \( \mathcal{X} \), instead on \( f(x) \) necessarily, although we often use \( \psi(x) = \exp\{-H(x)/\tau\} \) for convenience. For function \( \psi(x) \), we usually require that \( \int_{\mathcal{X}} \psi(x)dx < \infty \). Let \( T(\cdot \rightarrow \cdot) \) denote a proposal distribution which can be designed as in the conventional Metropolis-Hastings algorithm [24, 25]. Suppose that the sample space has been partitioned into \( m \) non-overlapped subregions according to some criterion chosen by the user. For example, in all simulations of this paper we partition the sample space according to the energy function, and index the subregions by \( E_1, \ldots, E_m \) in ascending order of energy, that is, for any \( x \in E_i \) and \( y \in E_j \), if \( i < j \) then \( H(x) < H(y) \). Let \( g(E_i) \) denote the weight associated with the subregion \( E_i \). The \( g(E_i) \) is determined by our parameter setting and sample space partition as described below. The CMC simulation proceeds in several stages.

Let \( \hat{g}^{(s,k)}(E_i) \) denote the estimate of \( g(E_i) \) at the \( k^{th} \) iteration of the \( s^{th} \) stage of the simulation. In the first stage \( (s = 1) \), the simulation starts with the initial estimates \( \hat{g}^{(0,0)}(E_1) = \cdots = \hat{g}^{(0,0)}(E_m) = 1 \), and a random sample \( x_0 \) \( (k = 0) \), and then iterates as follows.

(a) Propose a new configuration \( x^* \) in the neighborhood of \( x_k \) according to a pre-specified distribution \( T(\cdot \rightarrow \cdot) \).

(b) Accept \( x^* \) with probability

\[ \min\{ \frac{\hat{g}^{(s,k)}(E_i|x_k)}{\hat{g}^{(s,k)}(E_i|x^*)}, 1 \}, \]

where \( I_x \) denotes the index of the subregion where \( x \) belongs to. If it is accepted, set \( x_{k+1} = x^* \). Otherwise, set \( x_{k+1} = x_k \).
(c) Update the weights \( \hat{g}(E_i) \)'s. Set 
\[
\hat{g}^{(s,k+1)}(E_i|\mathcal{E}_{k+1}) = \hat{g}^{(s,k)}(E_i|\mathcal{E}_{k+1}) + \delta_s \rho \hat{g}^{(s,k)}(E_i|\mathcal{E}_{k+1}) \quad \text{for} \quad i = 0, \ldots, m - I_{\mathcal{E}_{k+1}}.
\]

The algorithm iterates until a stable histogram has been produced in the space of subregions. A histogram is said stable if its shape will not change much with further more samples (a statistic is defined below to measure the stability of the histogram). Once the histogram is stable, we will reset the histogram, reduce the modification factor \( \delta_s \) to a smaller value, set \( s \leftarrow s + 1 \), and proceed to the next stage simulation with the initial estimates 
\[
\hat{g}^{(s,0)}(E_i) = \hat{g}^{(s-1,K-1)}(E_i), \quad \text{where} \quad K_{s-1} \text{ is the total number of iterations performed at stage } s - 1. \text{ The parameter} \rho \geq 0 \text{ is a user set parameter. The modification factor } \delta_s \text{ is usually set to a large number, for example, 1 or 2, which allows us to reach all subregions very quickly even for a large system. In the following stages, it will be reduced monotone in a function like } \delta_{s+1} = \gamma \delta_s, \text{ with } \gamma < 1, \text{ or } \delta_{s+1} = \sqrt{1 + \delta_s} - 1. \text{ The algorithm will run till } \delta_s \text{ has been reduced to a very small value, less than } 10^{-8}.\]

About the convergence of the algorithm, we have the following theorem, of which proof can be found in Ref. [23].

**Theorem 2.1** As \( \delta_s \to 0 \) and \( k \to \infty \), for any non-negative function \( \psi(x) \) with \( \int X \psi(x) dx < \infty \), we have

\[
\hat{g}^{(s,k)}(E_i) = g(E_i) = c \sum_{j=1}^{s} \rho^{s-j} \int_{E_j} \psi(x) dx + \int_{E_i} \psi(x) dx + \rho g(E_{i-1}), \quad \text{almost surely}
\]

(4)

for \( i = 1, \ldots, m \), where \( c \) is a constant which can be determined by an additional constraint on \( g(E_i) \)'s, for example, one of \( g(E_i) \)'s is equal to a known number.

This theorem implies that the ratios of \( g(E_i) \)'s can be estimated correctly as \( \delta_s \to 0 \) and \( k \to \infty \). The convergence in (4) can be intuitively argued as follows. The self-adjusting ability of the CMC move will make it be able to overcome any barriers of the energy landscape, and jump randomly between subregions with (observed) visiting frequency to each subregion being proportional to 

\[
\frac{\int_{E_i} \psi(x) dx}{g(E_i)}, \quad \text{for} \quad i = 1, \ldots, m.
\]

(5)

By the uniqueness of the stationary distribution of the Markov chain [26], we know as \( \delta_s \to 0 \), (4) is the only solution for \( \hat{g}(E_i) \) to converge to such that the simulation will result in the visiting frequencies (5). The self-adjusting ability of the CMC move is a big advantage of the algorithm. With this ability it can overcome any barriers of the energy landscape. While simulated annealing is lack of this ability. Once it is trapped in a local energy minimum, it will be possibly trapped there for ever, as the moving ability of the system decreases as the temperature decreases. In this sense, CMC is superior to simulated annealing in theory.

The convergence can be checked on-line in a single run. For example, we can define the following statistic

\[
S_k = \frac{1}{m} \sum_{i=1}^{m} \left| \frac{\hat{P}_{i,k+1}}{\hat{P}_{i,KB}} - 1 \right|,
\]

to measure the stability of the histogram, where \( b \) is the batch size, and \( \hat{P}_{i,KB} \) is the normalized visiting frequency to subregion \( E_i \), calculated at the \( (kb)^{th} \) iteration of a stage. Note we define \( \hat{P}_{i,KB} \) in \( S_k \) to accommodate the empty \( E_i \)'s. The \( E_i \)'s are set according to our knowledge to the energy function in prior to the run, so probably we may over-set the maximum or under-set the minimum values of \( H(x) \). This will cause some empty subregions. Following from (4) and (5), we know if \( \rho = 0 \), the resulting visiting frequency to each subregion will be

\[
P_{\rho=0}(E_i) \propto \text{constant,} \quad i = 1, \ldots, m.\]

Hence, CMC will result in a free random walk in the space of subregions. But within the same subregion, \( \psi(x) I(x \in E_i) \) will be simulated from by the Metropolis-Hastings algorithm, where \( I(\cdot) \) is the indicator function. So CMC can be regarded as a generalization of the Wang-Landau algorithm [27] to continuous systems. From the viewpoint of importance sampling, CMC is sampling from the trial density

\[
\pi(x) = \sum_{i=1}^{m} \frac{\psi(x)}{g(E_i)} I(x \in E_i),
\]

as \( \delta_s \to 0 \). If the sample space is partitioned according to the energy function, it is easy to image that \( \pi(x) \) is actually a function defined on a contour plot, a different weight \( g_i \) associates with a different energy level. In this sense, we call the algorithm the contour Monte Carlo algorithm.
If $p > 0$, CMC will also result in a random walk in the space of subregions, but with more weight toward low indexed regions. If we code the subregions appropriately such that the subregion we want to sample from most intensively is coded as $E_1$, and then $E_2$, $E_3$, and so on, a choice $p > 0$ will result in an efficient run. This typically happens in Monte Carlo optimization runs, where we set $p > 0$ to bias the random walk to the low energy region.

Since now we are only interested in minimizing $H(x)$, we propose the following space annealing version for CMC to accelerate the optimization process. Suppose the sample space has been partitioned according to the energy function into $m$ subregions, $E_1, \ldots, E_m$, where $E_i$'s are arranged in ascending order by energy. Let $I_k$ denote the index of the subregion where a sample $x$ with energy $H(x) = z$ belongs to. Let $M^{(a,b)}$ denote the number of subregions we search from at the $k^{th}$ iteration of the $s^{th}$ stage of the simulation, that is, we search from $\bigcup_{i=1}^{M^{(a,b)}} E_i$ at the $k^{th}$ iteration of the $s^{th}$ stage of the simulation. The $M^{(a,b)}$ starts with $M^{(1,1)} = m$ and then evolves as $M^{(a,b)} = I_{\text{min}} + \Delta$, where $I_{\text{min}}$ is the minimum energy value sampled so far in the run, and $\Delta$ is a user set parameter which controls the search space of each iteration. Since $I_{\text{min}}$ decreases monotone, the search space shrinks iteration by iteration. In this sense we call the modified CMC algorithm annealing CMC. Of course, the performance of annealing CMC depends on the value of $\Delta$. If $\Delta$ is too large, the algorithm may take a long time to locate the global minimum. If $\Delta$ is too small, the algorithm may miss the global minimum for ever if our proposal distribution is not very spread.

3 Numerical Results

In this section we compared annealing CMC and simulated annealing through one benchmark example, the parity problem. The training set of the $N$-parity problem [2] consists of $2^N$ training pairs, where each of the input patterns consists of $N$ binary numbers (0 or 1), and the output is 1 if the input pattern consists of an odd number of 1s and 0 otherwise. This problem is a very demanding classification task for MLPs because the target output changes whenever a single bit in the input vector changes [28]. Ref. [29] reported that backpropagation solved the 8-parity problem using a 3-layer MLP with $2N$ hidden units. Ref. [10] reported that backpropagation and their modified backpropagation solved the 4, 5, 6, and 7-parity problems using 3-layer MLPs with $2N$ hidden units.

To show the superiority of the new algorithm in optimization, we trained MLPs with $2N - 2$ hidden units for the $N$-parity problems with $N = 4, \ldots, 8$. Note here we are only interested in the performance comparison of the above two training algorithms, the network used may not be of minimum structure. In annealing CMC, we partition the sample space into subregions $E_1, \ldots, E_{2N}$ with an equal energy bandwidth of 0.2, that is, we set $E_1 = \{x \in \mathcal{X} : H(x) \leq 0.2\}$, $E_2 = \{x \in \mathcal{X} : 0.2 < H(x) \leq 0.4\}$, $\ldots$, and $E_{2N} = \{x \in \mathcal{X} : H(x) > 64\}$. Note that many of the subregions are empty for the problems with $N < 8$. For example, when $N = 4$, $E_3, \ldots, E_{2N}$ are all empty. In simulation, we set $\psi(\cdot) = \exp\{-H(\alpha, \beta)\}$, $\Delta = 5$, $\rho = 1.5$, $n_1 = 10^3$, $n_{s+1} = 1.1 n_s$, $\delta_1 = 0.5$, $\delta_{s+1} = \sqrt{\delta_s + 1} - 1$, and $\delta_{\text{end}} = 0.05$. The simulation starts with $\delta = \delta_1$ and stops when $\delta < \delta_{\text{end}}$ or a solution with $H(x) < 0.1$ has been located. Each iteration makes one step of local moves (described below). We have two types of local moves which happen equally likely at each iteration. Let $x_\epsilon = (\alpha, \beta)$ denote the current configuration of the MLP. In the type I move, a component of $x_\epsilon$ is picked up at random to undergo a modification by a Gaussian random variable $\epsilon \sim N(0, \sigma^2)$. In the type II move, a spherical proposal distribution is used: A direction is generated uniformly, and then the radius is drawn from $N(0, \sigma^2)$. The $\sigma$ is calibrated such that the overall acceptance rate of the local moves is about 0.5 at each stage. We set $\sigma = 0.5/\sqrt{\log(1 + \delta)}$ for all annealing CMC simulations of this example. Note the variance of the proposal distribution increases as the simulation proceeds. This is due to the property of CMC that it will result in a random walk in the space of subregions. Hence, although the search step size is enlarged as simulation proceeds, the acceptance rate of the local moves will not be affected much. For each $N$, annealing CMC was run for 20 times independently. The computational results were summarized in Table 1.

In simulated annealing, we let the temperature decrease geometrically with the highest temperature $t_{\text{high}} = 0.5$ and the temperature decreasing factor $q = 0.95$. We set $n_1 = 500$, and $n_i = 1.1 n_{i-1}$, where $n_i$ denotes the number of iterations at the $i^{th}$ temperature level. The simulation stops when $t < 0.025$ or a solution with $H(x) < 0.1$ has been located. The local moves used are the same with that used in annealing CMC except for the variance of the proposal distribution. We set $\sigma = 1$ for all simulations of simulated annealing for this example. With this setting, the acceptance rate of the local moves at the high temperature levels is about 0.9 for each value of $N = 4, \ldots, 8$, and then decreases gradually as temperature decreases. This suggests that our implementation for simulated annealing is effective and efficient. For each value of $N$, simulated annealing was run for 20 times independently. The computational results were summarized in Table 1. We have also tried some other settings of $t_{\text{high}}$ and $\sigma$, for example, $t_{\text{high}} = 0.5, 1, 2$ and $\sigma = 1, 2$, the results are all similar to or worse than that reported in Table 1.

Table 1 shows that annealing CMC has made a drastic improvement over simulated annealing in MLP training, in whatever CPU times or the quality of the solutions. The quality of the solutions can be measured by the "Mean", 133
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>N</th>
<th>Mean</th>
<th>SE</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Proportion</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACMC</td>
<td>4</td>
<td>0.076</td>
<td>0.007</td>
<td>0.000</td>
<td>0.160</td>
<td>20</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.135</td>
<td>0.039</td>
<td>0.029</td>
<td>0.750</td>
<td>18</td>
<td>9.25</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.111</td>
<td>0.030</td>
<td>0.010</td>
<td>0.667</td>
<td>19</td>
<td>35.65</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.284</td>
<td>0.082</td>
<td>0.062</td>
<td>1.334</td>
<td>14</td>
<td>155.1</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.459</td>
<td>0.141</td>
<td>0.024</td>
<td>2.336</td>
<td>13</td>
<td>419.80</td>
</tr>
<tr>
<td>SA</td>
<td>4</td>
<td>0.223</td>
<td>0.062</td>
<td>0.024</td>
<td>0.750</td>
<td>15</td>
<td>17.00</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.562</td>
<td>0.154</td>
<td>0.088</td>
<td>2.445</td>
<td>11</td>
<td>66.98</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.514</td>
<td>0.084</td>
<td>0.062</td>
<td>1.000</td>
<td>8</td>
<td>188.89</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1.880</td>
<td>0.704</td>
<td>0.056</td>
<td>12.977</td>
<td>8</td>
<td>469.05</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4.020</td>
<td>0.954</td>
<td>0.094</td>
<td>19.930</td>
<td>2</td>
<td>1404.45</td>
</tr>
</tbody>
</table>

Table 1: Comparison of annealing CMC (ACMC) and simulated annealing (SA) for parity problems. “Mean” is the sample mean, and “SE” is the standard deviation of the sample mean. They are calculated based on 20 runs. “Minimum” and “Maximum” are the best and worst results, respectively, obtained in the 20 runs. The “Proportion” is the number of solutions (out of 20) with $H(\alpha, \beta) < 0.1$. The “Time” is the averaged CPU time (seconds) of each run on a 400MHZ computer.

“Minimum”, “Maximum”, or “Proportion”. In any of these criteria, annealing CMC is consistently better than simulated annealing for each $N$. We have also tried other examples, for example, the two-spiral problem [30]. The results also show that annealing CMC has made a significant improvement over simulated annealing in MLP training. Due to the page limit, the details of the computation are omitted.

At last, we would like to mention one point: Just as simulated annealing, annealing CMC is a general optimization algorithm for both discrete and continuous problems. Its application area is as wide as that of simulated annealing.
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