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Abstract

We introduce a boundedness condition on the Malliavin derivative of a random variable to study sub-Gaussian and other non-Gaussian properties of functionals of random fields, with particular attention to the estimation of suprema. We relate the boundedness of \(n\)th Malliavin derivatives to a new class of "\(n\)th Gaussian chaos" processes. An expected supremum estimation, extending the Dudley-Fernique theorem, is proved for such processes. Sub-\(n\)th Gaussian chaos concentration inequalities for the supremum are obtained, using Malliavin derivative conditions; for \(n = 1\), this generalizes the Borell-Sudakov inequality to a class of sub-Gaussian processes, with a particularly simple and efficient proof; for \(n = 2\) a natural extension to sub-2nd Gaussian chaos processes is established; for \(n \geq 3\) a slightly less efficient Malliavin derivative condition is needed.

Key words and phrases: Stochastic analysis, Malliavin derivative, Wiener chaos, sub-Gaussian process, concentration, suprema of processes, Dudley-Fernique theorem, Borell-Sudakov inequality.

AMS 2000 MSC codes: primary 60H07; secondary 60G15, 60G17.

1 Introduction

Gaussian analysis, and in particular the Malliavin calculus, are powerful and versatile tools in contemporary probability theory and stochastic analysis. The latter has applications ranging from other areas of probability theory, to physics, to finance, to name a few; a very short selection of references might include [2], [5], [6], [7], [12], [13], [14], [15], [16], [17], [22]. We will not attempt to give an overview of such a wide array of areas. Instead, this article presents a new way of using Malliavin derivatives to uncover sub-Gaussian and other non-Gaussian properties of functionals of random fields, with particular attention to the estimation of suprema.

After introducing some standard material on Wiener chaoses and the Malliavin derivative in what we hope is a streamlined and didactic way (Section 2), we introduce the fundamental lemma that serves as a basis and a springboard for non-Gaussian results: it is the observation that if a random variable \(X\) has a Malliavin derivative whose norm in \(L^2[0, 1]\) is almost surely bounded, then \(X\) is sub-Gaussian (Lemma 3.3). In Section 3, this lemma is exploited to analyze sub-Gaussian processes. Even though the proofs of the
results therein are quite elementary, we believe they may have far-reaching consequences in probability and its applications. For example, even though it is not stated so explicitly, Lemma 3.3 is the key ingredient in the new proofs of existence of Lyapunov exponents for the continuous space stochastic Anderson model and the Brownian directed polymer in a Gaussian environment, obtained respectively in [8] and [18]; these existence results had been open problems for many years (see e.g. [4]). Lemma 3.3, and its application to sub-Gaussian deviations of the supremum of a sub-Gaussian random field (Theorem 3.6, which is a generalization of the so-called Borell-Sudakov inequality, see [1]), are techniques applied in [21] for statistical estimation problems for non-linear fractional Brownian functionals.

Inspired by the power of such applications, we postulate that in order to generalize the concept of sub-Gaussian random variables, one would be well-advised to investigate the properties of random fields whose $n$th Malliavin derivatives are bounded. Our study chooses to define the concept of sub-$n$th Gaussian chaos (or sub-$n$th chaos, for short) random fields slightly differently, in order to facilitate the study of such processes' concentration properties as well as those of their suprema. This is done in Section 4, which also includes an analysis of the relation between the sub-$n$th chaos property and boundedness of $n$th Malliavin derivatives. Our proofs in Section 4 are inspired by some of the techniques that worked well in the sub-Gaussian case of Section 3; yet when $n \geq 3$, many technical difficulties arise, and our work opens up as many new problems as it solves in that case.

While we prefer to provide full statements of our results in the main body of this paper, we include here some typical consequences of our work under a simplifying assumption which is nonetheless relevant for some applications, leaving it to the reader to check that the results now given do follow from our theorems.

**Assumption** Let $n$ be a positive integer. Let $X$ be a centered separable random field on an index set $I$. Assume that there exists a non-random metric $\delta$ on $I \times I$ such that almost surely, for all $x, y \in I$, for all $0 \leq s_1 \leq \cdots \leq s_2 \leq s_1 \leq 1$,

$$|D_{s_2} \cdots D_{s_1} (X(x) - X(y))| \leq \delta(x, y).$$

(1)

**Conclusions** Let $N(\varepsilon)$ be the smallest number of balls of radius $\varepsilon$ in the metric $\delta$ needed to cover $I$.

There is a constant $C_n$ depending only on $n$ such that, if the assumption above holds, the following conclusions hold:

**Sub-$n$th Gaussian chaos property:** (see Theorem 4.7)

$$E \left[ \exp \left( \frac{1}{C_n^2} \left| \frac{X(x) - X(y)}{\delta(s, y)} \right|^{2/n} \right) \right] \leq 2;$$

**sub-$n$th Gaussian chaos extension of the Dudley-Fernique upper bound:** (see Theorem 4.5)

$$\mu := E \left[ \sup_{x \in I} X(x) \right] \leq C_n \int_0^\infty (\log N(\varepsilon))^{n/2} d\varepsilon;$$

**sub-$n$th Gaussian chaos extension of the Borell-Sudakov concentration inequality:** (see Corollary 4.15). With

$$\sigma = \text{ess sup} \{ \sup_{\omega \in \Omega} |D_{s_2} \cdots D_{s_1} X(x)| : x \in I; 0 \leq s_1 \leq \cdots \leq s_2 \leq s_1 \leq 1 \},$$

for all $\varepsilon > 0$, for $u$ large enough,

$$P \left[ \sup_{x \in I} \left| X(x) - \mu \right| > u \right] \leq 2 \left( 1 + \varepsilon \right) \exp \left( -\frac{1}{(1 + \varepsilon)^2} \left( \frac{u}{\sigma} \right)^{2/n} \right).$$
It should be noted that in the sub-2nd-Gaussian chaos case \( n = 2 \), we prove (Theorem 4.5, Theorem 4.7 case \( n = 2 \), Corollary 4.12) the three "Conclusions" above hold under the considerably weaker condition: almost surely,

\[
\int_{[0,1]^n} |D_n \cdots D_2 D_1 (X(x) - X(y))|^2 \, ds_1 ds_2 \cdots ds_n \leq \delta(x,y).
\] (2)

When \( n \geq 3 \), the conditions we need to draw the above conclusions are intermediate between (1) and (2). However, we conjecture that the conclusions should hold under conditions much closer to (2). When \( n = 1 \), the Dudley-Fernique theorem has been known for many years (see [11]) if one assumes the conclusion of Lemma 3.3; our interpretation of this Lemma appears to be new, although its proof below clearly shows it is a translation of Ustunel's [22, Theorem 9.1.1]; however, our proof of the Borel-Sudakov inequality (Theorem 3.6) under the hypotheses of Lemma 3.3 is new, and the inequality itself might be new for any class of non-Gaussian processes insofar as it does not seem to appear in the literature.

In addition to the obvious practical significance of results such as the "Conclusions" above, we think the reader familiar with classical proofs of such results as the Borell-Sudakov inequality and the Dudley-Fernique theorem, will appreciate the power of Malliavin derivatives: they provide, in Section 3 \( n = 1 \), stronger results with elegant, simpler proofs. We hope that beyond the issue of sharpening the results in Section 4 \( n \geq 3 \) to come closer to Condition (2), this paper will encourage the reader to use our Malliavin-derivative based concentration inequalities in sub-Gaussian and non-sub-Gaussian settings, such as to study the almost-sure moduli of continuity of random fields to extend classical results (see [1] or [20]).

We wish to thank the three organizers of the Fifth Seminar on Stochastic Analysis, Random Fields and Applications (Ascona, Switzerland, 2005) for providing the impetus for the research which led to this paper.

2 Preliminaries

In this didactic section, we present some basic facts about Wiener chaoses and the Malliavin calculus, largely with only sketches of proofs, to be used in the remainder of the article, and as a general quick reference guide. Excellent and complete treatment of these results and many more can be found for instance in the monographs [16] and [22], both have been a constant source of inspiration for us.

We begin with a Brownian motion \( W = \{W(t) : t \in [0,1]\} \) defined on a complete probability space \((\Omega, \mathcal{F}, P)\) and adapted to a filtration \((\mathcal{F}_t)_{t \in [0,1]}\) satisfying the usual conditions (see [9]). With \( dW \) representing the Lebesgue measure, the Wiener integral \( W(f) = \int_0^1 f(r) \, dW(r) \) of a non-random \( f \in H := L^2([0,1], dr) \) is a centered Gaussian random variable with variance \( \|f\|^2_H = \int_0^1 f^2(r) \, dr \); the set \( H_1 \) of all Wiener integrals \( W(f) \) when \( f \) ranges over all of \( H \) is a set of jointly Gaussian random variables called the first Wiener chaos of \( W \), or Gaussian space of \( W \), whose entire finite-dimensional distributions are thus defined via the formula \( EW(f)W(g) = \langle f;g \rangle_H = \int_0^1 f(r)g(r) \, dr \). The Wiener integral coincides with the Itô integral on \( H_1 \), which can be seen via several different procedures, including the fact that both can be approximated in \( L^2(\Omega) \) by the same Riemann sums. To construct chaoses of higher order, one may for example use iterated Itô integration. Denote \( I_0(f) = f \) for any non-random constant \( f \). Assume by induction that for any \( g \in H^{g_1} \), for almost every \((t,\omega) \in L^2([0,1] \times \Omega,drdP)\),

\[
I_n(g) = n! \int_0^1 \cdots \int_0^{s_1} \cdots \int_0^{s_{n-1}} g(s_1, s_2, \ldots, s_n) \, dW(s_n) \cdots dW(s_2) \, dW(s_1)
\] (3)

has been defined. Given a symmetric function \( f \in H^{g_{n+1}} \), let

\[
g_t(s_1, s_2, \ldots, s_n) = f(t, s_1, s_2, \ldots, s_n) \mathbf{1}_{s_1 \leq t}.
\]
We thus see that the function $t \mapsto I_n (g_t)$ is a square-integrable $(\mathcal{F}_t)_{t \in [0,1]}$-martingale. We may then define $I_{n+1} (f)$ to be the Itô integral $(n+1) \int_0^1 I_n (g_t) \, dW (t)$. The set $\mathcal{H}_{n+1}$ spanned by $I_{n+1} (f)$ for all symmetric $f$ in $\mathcal{H}^{\otimes n+1}$ is the $(n+1)$-th Wiener chaos of $W$.

**Remark 2.1**. It holds that $L^2 (\Omega)$ is the direct sum— with respect to the inner product defined by expectations of products of r.v.'s—of all the Wiener chaoses. Specifically for any $X \in L^2 (\Omega)$, there exists a sequence of non-random symmetric functions $f_n \in \mathcal{H}^{\otimes n} = L^2 ([0,1]^n)$ with $\sum_{n=0}^{\infty} ||f_n||_{\mathcal{H}^{\otimes n}} < \infty$ such that $X = \sum_{n=0}^{\infty} I_n (f_n)$; moreover $\mathbb{E} [I_n (f_n) I_m (f_m)] = \delta_{m,n} n! ||f_n||_{\mathcal{H}^{\otimes n}}^2$ where $\delta_{m,n}$ equals 0 if $m \neq n$ and 1 if $m = n$.

**Remark 2.2** (see [16]). The $n$-th Wiener chaos $\mathcal{H}_n = I_n (\mathcal{H}^{\otimes n})$ coincides with the closed linear subspace of $L^2 (\Omega)$ generated by all the random variables of the form $H_n (W (h))$ where $h \in \mathcal{H}$, $|h|_{\mathcal{H}} = 1$, and $H_n$ is the $n$-th Hermite polynomial, defined by $H_0 \equiv 1, H_1 (x) = x$, and $H_{n+1} (x) = (n+1)^{-1} (x H_n (x) - H_{n-1} (x))$. Moreover, $H'_n = H_{n-1}$.

We believe the easiest way to understand the Malliavin derivative operator is using the following three-step "constructive" presentation; in fact, the essence of the construction of this operator only requires steps 1 and 2(a), as one can arguably see from step 3.

1. We define an operator $D$ from $\mathcal{H}_1$ into $\mathcal{H}$ by the formula

$$D_r W (f) = f (r).$$

Thus the Malliavin derivative finds the integrand which a centered Gaussian r.v. in $\mathcal{H}_1$ is formed from as a Wiener integral. If $X = W (f) + \mu$ where $\mu$ is non-random, $D X = f$, consistent with the fact that the derivative is linear and kills constants.

2. We extend $D$ by a consistency with the chain rule.

   (a) For any $m$-dimensional Gaussian vector $G = (G_i)_{i=1}^m \in (\mathcal{H}_1)^m$, for any $\Phi \in C^1 (\mathbb{R}^m)$ such that $X = \Phi (G) \in L^2 (\Omega)$, in order to be consistent with the appellation "derivative", one must set

$$D_r X = \sum_{i=1}^m \frac{\partial \Phi}{\partial g_i} (G) D_r G_i = \nabla \Phi (G) \cdot D_r G;$$

that is to say, the chain rule must hold. It is a simple matter to check that the above requirement (4) can be satisfied for all $X$ of this form, defining $D$ uniquely on them.

   (b) Equivalently, by the chain rule in $C^1 (\mathbb{R}^n)$, one can state that formula (4) holds for all $Y$ of the form $Y = \Psi (X_1, \ldots, X_n)$ with $\Psi \in C^1 (\mathbb{R}^n)$ and all $X_i$'s as in part 2.a, if we replace $D_r G$ by $D_r X$: $D_r Y = \nabla \Psi (X) \cdot D_r X$ holds for any $X, Y$ and $\Psi$ such that the right hand side is in $L^2 (\Omega)$.

3. The following argument can now be used to define $D$ on a much larger set of random variables. For a fixed random variable $Z \in L^2 (\Omega)$, we consider the orthogonal chaos decomposition $Z = \sum_{n=0}^{\infty} I_n (f_n)$ of Remark 2.1. From Remark 2.2, $I_n (f_n)$ can be further approximated in $L^2 (\Omega)$: $I_n (f_n) = \sum_{j=1}^{\infty} X_j$ where $X_j = H_n (W (h_j))$ where $H_n$ is the $n$-th Hermite polynomial and $h_j \in \mathcal{H}$. By step 2.a, $D_r X_j$ is defined for almost all $r$, as it is trivial to see that $D_r X_j \in L^2 (\Omega)$ for any $r$ such that $h_j (r)$ is finite. More to the point, since $h_j \in \mathcal{H}$, we can say that $D_r X_j \in L^2 (\Omega) \times \mathcal{H}$. We now need to have a criterion that allows us to justify that $D_r I_n (f_n)$ exists in the same space $L^2 (\Omega) \times \mathcal{H}$ as a limit in that space of the sums of all the Malliavin derivatives $D_r X_j$. It turns out that no additional criterion is needed beyond the fact that the symmetric $f_n$ is in $\mathcal{H}^{\otimes n}$. Indeed, using the relation $H'_n = H_{n-1}$, one proves that the series $\sum_j D_r X_j$ converges to $n I_{n-1} (f_n (\cdot, r))$ in $L^2 (\Omega) \times \mathcal{H}$. To complete the program of defining $D Z$ on as
wide a space of $Z$'s as possible, since from Remark 2.1 we have \[ \int_0^1 E \left| nI_{n-1} (f_n (\cdot, r)) \right|^2 \, dr = \frac{n}{2} \sum_{n=1}^\infty \frac{\| f_n \|^2_{\mathcal{H}^n}}{n^2} \], we immediately get that $D_r Z$ exists in $L^2 (\Omega) \times \mathcal{H}$ and has orthogonal decomposition in that space given by
\[ D_r Z = \sum_{n=1}^\infty nI_{n-1} (f_n (\cdot, r)) \]
as soon as
\[ \sum_{n=1}^\infty \frac{n}{2} \sum_{n=1}^\infty \frac{\| f_n \|^2_{\mathcal{H}^n}}{n^2} < \infty. \] (5)

**Remark 2.3** The set of all $Z \in L^2 (\Omega)$ such that (5) holds is called the (Gross-)Sobolev space $D^{1,2}$ with respect to $W$ and its Malliavin derivative. It is a Hilbert space with respect to the inner product $(Z, Z') = E [ZZ'] + \int_0^1 E \left[ D_r ZD_r' Z' \right] \, dr$.

**Remark 2.4 (General Chain Rule for Malliavin derivatives)** Combining relation (4) from Step 2a and Step 3 above, for any $Z \in D^{1,2}$, for any $\Phi \in C^1 (\mathbb{R}^m)$ such that $\nabla \Phi (Z) \in L^2 (\Omega)$, we get $\Phi (Z) \in D^{1,2}$ and the general chain rule formula
\[ D_r Z = \nabla \Phi (Z) \cdot D_r Z. \] (6)

## 3 Sub-Gaussian theory

In this section we develop the concept of sub-Gaussian random variables and processes/fields (a stochastic process defined on an index set that is not a subset of $\mathbb{R}$ is normally called a random field). We define sufficient Malliavin derivative conditions implying these concepts, and we investigate extensions of the familiar concentration inequalities known as the Dudley-Fernique theorems (on the expected supremum of a process) and the Borel-Sudakov inequalities (on the deviation from this expectation).

**Definition 3.1** A centered random variable $X$ is said to be sub-Gaussian relative to the scale $\sigma$ if for all $\lambda > 0$,
\[ E [\exp \lambda X] \leq \exp \lambda^2 \sigma^2 / 2. \] (7)

**Remark 3.2** The interpretation of $\sigma^2$ above is that of an upper bound on $X$'s variance. More specifically, the following two statements imply (7) and are implied by it, with different universal constants $c$ in each implication
\[ E \left[ \exp \left( X^2 / (c\sigma^2) \right) \right] \leq 2, \] (8)
and for all $u > 0$,
\[ \mathbb{P} (|X| > u) \leq 2 \exp \left( -\frac{u^2}{2c\sigma^2} \right). \]

For instance, (7) implies (8) with $c = 5$. Consult lemma 4.6 for more general results than these implications, and their proofs.

We will use the following fundamental lemma, whose consequences are far-reaching.

**Lemma 3.3** Let $X$ be a centered random variable in $D^{1,2}$ defined on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ of the previous section. Assume there exists a non-random constant $M$ such that, $\mathbb{P}$-almost surely,
\[ \int_0^1 |D_r X|^2 \, dr \leq M^2. \] (9)

Then $X$ is sub-Gaussian relative to $\sigma^2 = M^2$.  
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Proof. The following result is due to Üstünel [22, Theorem 9.1.1]: if (9) holds then \( P[|X| > u] \leq 2 \exp \left(-u^2/(2M^2)\right) \). The lemma is thus just a translation of this theorem using the definition of sub-Gaussian random variables.

In the previous section, we saw that in \((\Omega, \mathcal{F}, P)\) a Gaussian random variable is one such that its Malliavin derivative is non-random. The above lemma states that a class of sub-Gaussian centered random variables is obtained by requiring only that their Malliavin derivatives have an almost-surely bounded norm in \( \mathcal{H} = L^2[0,1] \). The reader will check that, equivalently, condition (9) says that \( D.X \in L^\infty(\Omega, \mathcal{H}) \), and \( \text{ess sup}_{t} |D.X|^2_{\mathcal{H}} \) is the smallest \( M > 0 \) satisfying (9) almost surely.

Definition 3.4 A pseudo-metric is a symmetric function \( \delta \) on \( I \times I \) such that \( \delta(s, u) \leq \delta(s, t) + \delta(t, u) \).

The axiom \( \delta(s, t) = 0 \iff s = t \) need not hold for pseudo metrics. Examples of pseudo-metrics are the canonical metrics \( \delta_Z \) of all centered Gaussian fields \( Z \) on \( I \): \( \delta_Z(s, t) := \sqrt{E[(Z(t) - Z(s))^2]} \).

Definition 3.5 A centered process (random field) \( X \) on an arbitrary index set \( I \) is said to be sub-Gaussian relative to the pseudo-metric \( \delta \) on \( I \) if for any \( s, t \in I \), the random variable \( X(t) - X(s) \) is sub-Gaussian relative to the scale \( \sigma = \delta(s, t) \).

Our first theorem is the extension to the class of sub-Gaussian processes defined via condition (9) of the so-called Borel-Sudakov inequality. The classical version of this inequality states that for a centered separable Gaussian field on an index set \( I \), if \( \mu := E[\sup_I X] < \infty \), then \( P[|\sup_I X - \mu| > u] \leq 2 \exp \left(-u^2/(2\sigma^2)\right) \) where \( \sigma^2 = \text{sup}_{t \in I} \text{Var}[X(t)] \).

Theorem 3.6 Let \( X \) be a separable random field on \( I \) such that all finite-dimensional vectors of \( X \) are formed of almost-surely distinct components. Assume \( \mu := E[\sup_I X] < \infty \). Assume for each \( t \in I \), \( X(t) \in \mathcal{D}^{1,2} \), and there exist a constant \( \sigma^2(t) \) such that almost surely
\[
\int_0^1 |D_r X(t)|^2 \, dr \leq \sigma^2(t).
\]
Then the random variable \( \sup_I X - \mu \) is sub-Gaussian relative to \( \sigma^2 = \text{sup}_{t \in I} \sigma^2(t) \). In other words
\[
P \left[ \sup_I X - \mu > u \right] \leq 2 \exp \left(-\frac{u^2}{2\sigma^2} \right).
\]

Proof. Step 1: setup.

Separability of \( X \) means that its distribution only requires knowledge of \( X \) on a countable subset of \( I \), i.e. we can assume \( I \) is countable in the expression \( \sup_I X \). Hence, by the dominated convergence theorem, the problem reduces to the case of finite \( I \). Thus we assume \( I = \{1, 2, \cdots, N\} \) where \( N \) is a positive integer and \( X = \{X_1, X_2, \cdots, X_N\} \). Now let
\[
s_n = \max \{\sigma(1), \sigma(2), \cdots, \sigma(n)\},
\]
and
\[
S_n = \max \{X_1, X_2, \cdots, X_N\}.
\]
Since \( \Phi(x, y) = \max(x, y) = x1_{x \geq y} + y1_{x < y} \), thus we have \( S_{n+1} = \Phi(X_{n+1}, S_n) \) where \( \partial \Phi/\partial x(x, y) = 1_{x \geq y} \) and \( \partial \Phi/\partial y(x, y) = 1_{x < y} \).

Step 2: explicit extension of the chain rule

Unfortunately \( \Phi \) is not of class \( C^1 \), so to keep our proof rigorous, since we will need to use the chain rule formula (6) with \( \Phi \), we indicate how to extend it for our purposes. We claim the following.
Lemma 3.7  The chain rule (6) holds with \(Z\) any vector of random variables in \(D^{1,2}\), for any \(\Phi\) that is of class \(C^1\) off of a finite union \(T\) of hyperplanes, with \(\nabla \Phi\) bounded, with \(\Phi(Z) \in D^{1,2}\), and with \(Z \notin T\) almost surely.

See the appendix for a proof of this result which is spelled out for the situation we need.

Step 3: induction.

We prove the theorem by induction on \(n\). Our induction hypothesis need only be that \(S_n \in D^{1,2}\) and almost surely,

\[
\int_0^1 |D_r S_n|^2 dr \leq s_n^2. \tag{11}
\]

Indeed, this inequality is satisfied with \(n = 1\) by hypothesis since \(S_1 = X_1\); when \(n = N\), Lemma 3.3 applied to \(S_N = \sup_T X\) proves that this induction hypothesis implies the statement of the theorem. Therefore, we only need to prove that if \(S_n \in D^{1,2}\) and (11) holds for some \(n \in \{1, \cdots, N-1\}\), then \(S_{n+1} \in D^{1,2}\) and (11) holds for \(n + 1\). Since \(S_{n+1} = \Phi(X_{n+1}, S_n)\), and by hypothesis \(X_{n+1} \neq S_n\) almost surely, we can apply the above lemma: for almost every \(r \in [0, 1]\),

\[
D_r S_{n+1} = \frac{\partial \Phi}{\partial x}(X_{n+1}, S_n) D_r X_{n+1} + \frac{\partial \Phi}{\partial y}(X_{n+1}, S_n) D_r S_n
\]

\[
= \begin{cases} 1_{X_{n+1} \leq S_n} D_r X_{n+1} + 1_{X_{n+1} > S_n} D_r S_n \\ 1_{X_{n+1} > S_n} D_r X_{n+1} + 1_{X_{n+1} < S_n} D_r S_n \end{cases}
\]

The last equality holds a.s. again because the \(X_i\)'s are distinct almost surely. Therefore, since the product of the two terms in the last line above is zero, using the induction hypothesis (11) and the assumption \(\|D.X_{n+1}\|_{L^2[0,1]} \leq \sigma^2 (n + 1)\), we obtain

\[
\int_0^1 |D_r S_{n+1}|^2 dr = \int_0^1 |D_r X_{n+1}|^2 dr + \int_0^1 |D_r S_n|^2 dr
\]

\[
\leq \sigma^2 (n + 1) 1_{X_{n+1} \geq S_n} + s_n^2 1_{X_{n+1} < S_n}
\]

\[
\leq s_{n+1}^2 1_{X_{n+1} \geq S_n} + s_{n+1}^2 1_{X_{n+1} < S_n}
\]

\[
= s_{n+1}^2.
\]

By induction, the proof of the theorem is complete. ■

Remark 3.8  The assumption in the previous theorem that any vector of \(X\)'s have almost surely distinct components can be easily satisfied using a now classical result on the existence of densities of random vectors. From [16, Theorem 2.1.2] we learn that we only need to check that the matrix of Malliavin derivatives' inner products \((D.X_n, D.X_n')\) is almost surely invertible, since this implies that the law of \(X\) has a density. Thus the theorem's two assumptions can be phrased in terms of Malliavin derivatives, one as a boundedness condition, the other as a non-degeneracy condition. The latter is of course much weaker than the former.

The only assumption on the non-diagonal correlations of \(X\) in the above theorem is the finiteness of \(\mu\), which has evidently little or nothing to do with the sub-Gaussian property at the process level. The main Malliavin derivative boundedness hypothesis is only a set of one-dimensional distributional hypotheses, which represents a significant improvement over assuming that the entire vector \(X\) is jointly Gaussian.

When comparing Lemma 3.3 and Theorem 3.6, one may wonder whether the Borell-Sudakov inequality holds under the weaker hypothesis that each \(X(i)\) is sub-Gaussian. This represents a gap which we are not able to fill at this time. It is instructive to note that the main issue here is that the converse of Lemma 3.3 is false: if the r.v. \(X\) is sub-Gaussian relative to the scale \(\sigma\), it does not imply that (9) holds for the scale \(\sigma\), or even for any other scale. To see this, consider a random variable \(X = \int_0^1 u(s) dW(s)\) where \(u\) is adapted
to \((X_s)_{s\in[0,1]}\) and is such that \(\int_0^1 u^2(s)\,ds\) is almost surely bounded by \(\sigma^2\). For any \(\lambda\), using the exponential martingale \(\mathcal{E}(\lambda M)_t\) based on the martingale \(M_t = \int_0^t u(s)\,dW(s)\), we immediately get,

\[
\mathbb{E}[\exp \lambda X] = \mathbb{E}\left[\mathcal{E}(\lambda M)_1 \exp \frac{\lambda^2}{2} \int_0^1 u^2(s)\,ds\right] \\
\leq \exp \left(\frac{\lambda^2 \sigma^2}{2}\right) \mathbb{E}[\mathcal{E}(\lambda M)_1] = \exp \left(\frac{\lambda^2 \sigma^2}{2}\right),
\]

which means \(X\) is sub-Gaussian relative to the scale \(\sigma\). But for the specific case of \(u(s) = f(W_s)\) where \(f\) is bounded and in \(C^2(\mathbb{R})\), we can easily find examples of \(f\) where (9) does not hold for any scale. Using the formula \(D_r X = u(r) + \int_r^1 D_r u(s)\,dW(s)\) (see [16]), which in our example yields \(D_r X = f(W_r) + \int_r^1 D_r W_s f'(W_s)\,dW_s\), and then using Itô's formula, we get

\[
\int_0^1 |D_r X|^2\,dr = \int_0^1 \left| f(W_r) + \int_r^1 f'(W_s)\,dW(s) \right|^2\,dr \\
= \int_0^1 \left| f(W_1) - \frac{1}{2} \int_r^1 f''(W_s)\,ds \right|^2\,dr \\
= f^2(W_1) - f(W_1) \int_0^1 s f''(W_s)\,ds + \frac{1}{4} \int_0^1 \int_0^1 f''(W_s) f''(W_r) \min(s, s')\,ds\,ds'
\]

(12)

Even if \(f\) is bounded, it is simple to construct examples where \(f''\) is not bounded: e.g. \(f(u) = \sin(u^2)\), with \(f''(u) = -2 \cos(u^2) - 4u^2 \sin(u^2)\). Whether in line (12) or line (13), we see that the expression above can take arbitrarily large values with positive probability.

In order to use the Borell-Sudakov inequality efficiently, it is necessary to be able to estimate the expected supremum effectively. We recall here the classical result of Dudley (upper bound) and Fernique (lower bound) for Gaussian processes.

**Theorem 3.9** Let \(Z\) be a separable Gaussian field on an index set \(I\). Let \(\delta_Z(s, t) = \mathbb{E}\left[(X(s) - X(t))^2\right]\)^{1/2}\) be its canonical metric. Let the metric entropy \(N(\varepsilon)\) be the smallest number of balls of radius \(\varepsilon\) in the pseudo-metric \(\delta_Z\) needed to cover \(I\). There exist two positive universal constants \(K\) and \(K'\) such that

\[
\mathbb{E}\left[\sup_I X\right] \leq K \int_0^\infty \sqrt{\log N(\varepsilon)}\,d\varepsilon,
\]

(14)

and, if \(I\) is a subset of a group \(G\) and the law of \(X\), defined on \(G\), is translation invariant (e.g. \(I \subset \mathbb{R}^d\) and \(\delta(s, t)\) depends only on \(|s - t|\), i.e. \(X\) is homogeneous or stationary)

\[
\mathbb{E}\left[\sup_I X\right] \geq K' \int_0^\infty \sqrt{\log N(\varepsilon)}\,d\varepsilon.
\]

For what classes of processes does a result of the same type as the lower bound above hold? This an open problem which we will not tackle in this paper. Yet the Dudley upper bound (14) of this theorem is true, with the same \(N(\varepsilon)\), for all processes which are sub-Gaussian relative to the same pseudo-metric \(\delta_Z\). This result even extends beyond the sub-Gaussian case, as we are about to see in the next section, which is why we omit the proof that Theorem 3.9 holds for sub-Gaussian processes. Another reason for omitting the proof is that the result is now classical (see [11]). For the sake of completeness, we still record the statement here.

**Remark 3.10** If \(X\) is sub-Gaussian on \(I\), as in Definition 3.5, relative to the pseudo-metric \(\delta\), then with the notation of Theorem 3.9, (14) holds.
4 Sub-Gaussian chaos processes

One of the difficulties with Wiener chaos expansions such as \( X = \sum_{n=0}^{\infty} I_n (f_n) \) (defined in Remark 2.1) is that they often mask fundamental properties of processes. In particular, a typical sub-Gaussian random variable has components of all orders in its chaos expansion, so that any estimation done term by term using this expansion will miss the sub-Gaussian property, while the entire sum of the expansion, being sub-Gaussian, is thus more akin to its term of order \( n = 1 \). In this section we introduce a concept which generalizes this idea to higher values of \( n \). We use it to derive a Dudley-type theorem (Subsection 4.1). Then we attempt to relate the concept to iterated Malliavin derivative calculations (Subsection 4.2), and derive an extension of the Borell-Sudakov concentration inequality as a consequence (Subsection 4.3).

**Definition 4.1** Let \( n \) be a positive integer. A centered random variable \( X \) is said to have the sub-n-th-Gaussian-chaos property (or is a sub-n-th chaos r.v., or is a sub-Gaussian chaos r.v. of order \( n \), etc...) relative to the scale \( M \) if

\[
\mathbb{E} \left[ \exp \left( \frac{X^2}{M} \right)^{2/n} \right] \leq 2.
\]

Obviously, when \( n = 1 \), such an \( X \) is sub-Gaussian relative to the scale \( \sqrt{5}M \). Our definition is similar to the definition of an Orlicz norm of \( X \), although the only intersection between the concepts appears to occur for \( n = 1 \) or \( 2 \), since Orlicz norms have a requirement of convexity of their Young function, which is not the case here for \( n > 2 \) (see [11], or [19]).

**Remark 4.2** From Definition 3.1 and Remark 3.2, we get the following equivalent definitions of the sub-n-th-Gaussian chaos property, up to universal multiplicative scale constants \( c \): for all \( \lambda, u > 0 \)

\[
\mathbb{E} \left[ \exp \lambda \left( |X|^{1/n} - \mathbb{E} |X|^{1/n} \right) \right] \leq \exp c\lambda^2 M^2/2
\]

and

\[
\mathbb{P} \left[ |X|^{1/n} > u \right] \leq 2 \exp \left( -\frac{u^2}{2cM^2} \right).
\]

**Definition 4.3** Let \( \delta \) be a pseudo-metric on a set \( I \). A centered random field \( X \) on \( I \) is said to be a sub-n-th-Gaussian chaos field with respect to \( \delta \) if for any \( s, t \in I \), the random variable \( X(t) - X(s) \) has the sub-n-th-Gaussian chaos property relative to the scale \( \delta(s,t) \).

**Definition 4.4** Let \( \delta \) and \( X \) be as in the previous definition. We use the notation \( N_\delta \), and we say that \( N_\delta \) is a metric entropy for \( X \), if \( N_\delta \) is the smallest number of balls of radius \( \varepsilon \) in the pseudo-metric \( \delta \) needed to cover \( I \).

4.1 Expected suprema

As announced in the previous section, we now prove a Dudley upper bound for sub-n-th-chaos processes.

**Theorem 4.5** For each fixed positive integer \( n \), there exists a universal constant \( C_n \) depending only on \( n \) such that if \( X \) defined on \( I \) is a separable sub-n-th-Gaussian chaos field with respect to the pseudo-metric \( \delta \), then with \( N_\delta \) a metric entropy for \( X \),

\[
\mathbb{E} \sup_{t \in I} X(t) \leq C_n \int_0^\infty (\log N_\delta(\varepsilon))^{n/2} d\varepsilon.
\]

This theorem is a new result for \( n > 2 \); it has been established in [23] for \( n \leq 2 \) using convexity of the Orlicz space's Young function. Our proof of this theorem, which works for any integer \( n \geq 1 \), requires the first two inequalities of the following lemma, which is established in the Appendix.
Lemma 4.6 For every integer $n$, there exists a universal constant $v_n$ such that, for any sub-$n$th-chaos r.v. $X$ relative to the scale $\delta$, the following inequalities hold: for every $u > 0$,

$$P(|X| > u) \leq 2 \exp\left(-\frac{u^2}{\delta^2}\right),$$

$$E[X^2] \leq (v_n \delta)^2,$$

and for every $\lambda > 0$

$$E\left[\exp\left(\lambda \frac{X}{v_n \delta}\right)^{1/n}\right] \leq v_n e^{\lambda^2/2}.$$

The converse also holds. Namely, with possibly some other universal constant $v'_n > 1$, each of the three inequalities above implies that $X$ is a sub-$n$th-chaos r.v. relative to the scale $M = v'_n \delta$.

Proof of Theorem 4.5. Our proof is patterned from Michel Ledoux’s notes [10] on “Isoperimetry and Gaussian Analysis”, although here no Young function convexity is used, and indeed we do not have the restriction $n \leq 2$. We may and do assume that $T$ is finite (see Step 1 of proof of Theorem 3.6). If the right-hand side of the conclusion of the theorem is infinite, there is nothing to prove. Therefore we may assume that $\sup_T X$ is integrable.

Step 1: chaining argument. Let $q > 1$ be fixed and let $\ell_0$ be the largest integer $\ell$ in $\mathbb{Z}$ such that $N_0(q^{-\ell}) = 1$. For every $\ell \geq \ell_0$, we consider a family of cardinality $N(\ell) := N_0(q^{-\ell})$ of balls of radius $q^{-\ell}$ covering $T$. One may therefore construct a partition $A_\ell$ of $T$ of cardinality $N(\ell)$ on the basis of this covering with sets of diameter less than $2q^{-\ell}$. In each $A \in A_\ell$, fix a point of $T$ and denote by $T_k$ the collection of these points. For each $t$ in $T_k$, denote by $A_t(t)$ the element of $A_\ell$ that contains $t$. For every $t$ and every $\ell$, let then $s_\ell(t)$ be the element of $T_k$ such that $t \in A_\ell(s_\ell(t))$. Note that $\delta(t, s_\ell(t)) \leq 2q^{-\ell}$ for every $t$ and $\ell \geq \ell_0$.

Also note that

$$\delta(s_\ell(t), s_{\ell-1}(t)) \leq 2q^{-\ell} + 2q^{-(\ell+1)} = 2(q + 1)q^{-\ell}.$$ 

Hence, by the second inequality in the previous lemma, the series $\sum_{t \in T_0} (X_{s_\ell(t)} - X_{s_{\ell-1}(t)})$ converges in $L^1(\Omega)$, and also $s_\ell(t)$ converges to $t$ in $L^1(\Omega)$ as $\ell \to \infty$. By the telescoping property of the above sum, we thus get that almost surely for every $t$,

$$X_t = X_{s_0} + \sum_{t > t_0} (X_{s_\ell(t)} - X_{s_{\ell-1}(t)})$$

where $s_{\ell_0}(t) := s_0$ may be chosen independent of $t \in T$.

Step 2: Applying the lemma. Let $c_0$ be a constant that will be chosen in the next step. It follows from the decomposition (15) above, and the identity $E X_{s_0} = 0$, that

$$E\left(\sup_{t \in T} X_t\right)$$

$$= E\left[X_{s_0} + \sum_{t \in T} (X_{s_\ell(t)} - X_{s_{\ell-1}(t)})\right]$$

$$\leq \sum_{t > t_0} c_0 + E\left(\sup_{t \in T} \sum_{t > t_0} |X_{s_\ell(t)} - X_{s_{\ell-1}(t)}| \mathbb{1}_{\{|X_{s_\ell(t)} - X_{s_{\ell-1}(t)}| > c_0\}}\right)$$

$$\leq \sum_{t > t_0} c_0 + E\left(\sum_{t > t_0} \sum_{(u,v) \in H_t} |X_u - X_v| \mathbb{1}_{\{|X_u - X_v| > c_0\}}\right)$$

$$\leq \sum_{t > t_0} c_0 + \sum_{t > t_0} \sum_{(u,v) \in H_t} E\left(|X_u - X_v| \mathbb{1}_{\{|X_u - X_v| > c_0\}}\right)$$
where \( H_\ell = \{ (u,v) \in T_\ell \times T_{\ell-1}; \delta(u,v) \leq 2(q + 1)q^{-\ell} \} \). Using Holder’s inequality, we get
\[
E \left( \sup_{t \in T} X_t \right) \leq \sum_{\ell > \ell_0} c_\ell + \sum_{\ell > \ell_0} \sum_{(u,v) \in H_\ell} (E[|X_u - X_v|^2])^{1/2} \left( P(|X_u - X_v| > c_\ell) \right)^{1/2}.
\]

Using Lemma 4.6 now, and applying a uniform upper bound for all \((u,v) \in H_\ell\), we get
\[
E \left( \sup_{t \in T} X_t \right) \leq \sum_{\ell > \ell_0} c_\ell + \sum_{\ell > \ell_0} \sum_{(u,v) \in H_\ell} v_n \delta(u,v) \left( 2 \exp \left( - \left( \frac{c_\ell}{\delta(u,v)} \right)^{2/n} \right) \right)^{1/2}
\]
\[
\leq \sum_{\ell > \ell_0} c_\ell + \sum_{\ell > \ell_0} v_n \text{Card}(H_\ell) 2(q+1)q^{-\ell} \left( 2 \exp \left( - \left( \frac{c_\ell}{2(q+1)q^{-\ell}} \right)^{2/n} \right) \right)^{1/2}
\]

Step 3: Choosing \( c_\ell \). Since \( \text{Card}(H_\ell) \leq N(\ell)^2 \), it is now apparent that a convenient choice for \( c_\ell \), in order to exploit the summability of \( q^{-\ell} \) without having to worry about the size of \( \text{Card}(H_\ell) \), is \( c_\ell = 2(q + 1)q^{-\ell}(4 \log N(\ell))^{n/2} \). We thus obtain
\[
E \left( \sup_{t \in T} X_t \right) \leq \sum_{\ell > \ell_0} c_\ell + \sum_{\ell > \ell_0} N(\ell)^2 2(q+1)q^{-\ell} v_n \exp(-2 \log N(\ell))
\]
\[
\leq \sum_{\ell > \ell_0} 2(q+1)q^{-\ell}(4 \log N(\ell))^{n/2} + \sum_{\ell > \ell_0} 2^{3/2}(q+1)q^{-\ell} v_n.
\]

Step 4: Conclusion. Now, since for \( \ell > \ell_0 \), \( \log N(\ell) \geq \log 2 \), then \( (\log N(\ell))^{n/2} \geq (\log 2)^{n/2} \) for \( n \geq 1 \). It follows that
\[
E \left( \sup_{t \in T} X_t \right) \leq k_n(q + 1) \sum_{\ell > \ell_0} q^{-\ell}(\log N(\ell))^{n/2}
\]
where \( k_n = 2 \cdot 4^{n/2} + 2^{3/2} v_n \log^{-n/2} \). By comparing our series to an integral, since \( N_\ell \) is decreasing, we get
\[
E \left( \sup_{t \in T} X_t \right) \leq k_n \left( \frac{q + 1}{1 - q^{-1}} \right) (1 - q^{-1}) \sum_{\ell > \ell_0} q^{-\ell}(\log N(\ell))^{n/2}
\]
\[
\leq k_n \left( \frac{q + 1}{1 - q^{-1}} \right) \sum_{\ell > \ell_0} \int_{q^{-\ell-1}}^{q^{-\ell}} (\log N_\ell(\varepsilon))^{n/2} d\varepsilon
\]
\[
\leq C_n \int_{0}^{\infty} (\log N_\ell(\varepsilon))^{n/2} d\varepsilon
\]

where \( C_n = k_n \left( \frac{q(q + 1)}{q - 1} \right) \). The theorem is proved with \( C_n = (2\sqrt{2} + 3) k_n \). \( \blacksquare \)

### 4.2 Malliavin derivative conditions

A connection between the above definition of sub-nth-chaos r.v.’s and Malliavin derivatives is provided by the following.

**Theorem 4.7** Let \( X \) be a random variable in \( D^{n,2} \). That is to say, \( X \) has \( n \) iterated Malliavin derivatives, and the \( n \)th derivative \( D_{\eta_1,\cdots,\eta_n} X = D_{\eta_n}(D_{\eta_{n-1}}(\cdots D_{\eta_2}(D_{\eta_1}X) \cdots )) \) is a member of \( L^2(\Omega \times H^{\eta_1}) \). With the notation \( X = \sum_{m=0}^{n-1} I_m(f_m) + X_n \) where each \( f_m \) is a non-random symmetric function in \( H^{\eta_m} \), \( X \) is a sub-nth-Gaussian chaos random variable in the following two cases.
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Case $m = 2$ Assume
\[ M_2 := \mathop{ess\, sup}_{w \in \Omega} \left( \int_0^1 \int_0^{s_1} \left| D^{(2)}_{s_2,s_1}X \right|^2 ds_2 ds_1 \right)^{1/2} < \infty. \]

Then $X - \mathbb{E}X$ is a sub-2nd-Gaussian chaos random variable relative to the scale $\pi \sqrt{10} M_2$.

Proposition 4.8 Case $m \geq 3$ Let
\[ G_n(x) = \sum_{k=n+1}^{\infty} \left( \frac{2k}{n} \right)^{2k/n} \frac{1}{k!} x^k. \]  
(16)

Assume that almost surely,
\[ M_2 := \mathop{ess\, sup}_{w \in \Omega} \left( \int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} \left| \mathbb{E} \left[ D^{(n)}_{s_n,\ldots,s_2,s_1} X | \mathcal{F}_{s_1} \right] \right|^2 ds_n \cdots ds_2 ds_1 \right)^{1/2} < \infty \]  
(17)

and assume there exists $M_G$ non random such that almost surely
\[ \int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} G_n \left( |M_G|^{-2} \left| \mathbb{E} \left[ D^{(n)}_{s_n,\ldots,s_2,s_1} X | \mathcal{F}_{s_1} \right] \right|^{2/n} \right) ds_n \cdots ds_2 ds_1 \leq 1/2. \]  
(18)

Then $X_n$ is a sub-$n$th-Gaussian chaos random variable relative to any scale $M \geq \max \left( \log^{-n/2} (3/2) M_2^2 ; M_G \right)$.

In particular, with $K_n$ a universal constant, the following choice of $M$ is satisfactory if it is finite:
\[ M = \mathop{ess\, sup}_{w \in \Omega} \frac{\left( \log \int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} n! \exp \left( \left| \mathbb{E} \left[ D^{(n)}_{s_n,\ldots,s_2,s_1} X | \mathcal{F}_{s_1} \right] \right|^{6/n} \right) ds_n \cdots ds_2 ds_1 \right)^{n/6}}{\log^{n/6} \left( 1 + \frac{n!}{K_n} \right)}. \]

Note that $f$ may be taken to be symmetric in the above theorem. Also note that this theorem is presumably inefficient for $n \geq 3$, since the case $n = 2$ has a much more natural conclusion. In fact one may conjecture that up to a universal constant, Condition (17) by itself is sufficient to ensure that $X_n$ is a sub-$n$th-Gaussian chaos random variable relative to $M_2$; yet we have not found a proof of this fact in general. Our result in the above theorem in the case $n = 2$ matches this conjecture in that case, up to the multiplicative universal constant $\pi \sqrt{10}$ which is presumably not sharp; the proof is self-contained, and of independent interest, but does not seem to allow passage to $m \geq 3$; the proof is also intriguing in that it seems to make rather wasteful use of the hypothesis of boundedness of $\left| D^{(2)} X \right|_{2^{\#}}$, and one may wonder whether examples can be found where $X$ is a sub-2nd-chaos r.v. without $\left| D^{(2)} X \right|_{2^{\#}}$ being bounded. The conjecture does hold for the special case of $n$th Wiener chaos random variables, i.e. $X = \mathbb{I}_n(f_n)$ for some non-random $f \in \mathcal{C}^n$; we have not found an elementary proof of this fact; nevertheless it is a consequence of the proof of a result by C. Borell in [3], where the isoperimetric inequality is used (see Lemma 4.16 below).

Lastly, note that the proof of Theorem 4.7 for $n = 2$ does not seem to extend to $n \geq 3$, while it is not possible to adapt the proof for $n \geq 3$ to the case $n = 2$ because, in the latter case, the function $G_2$ would not have an infinite radius of convergence.

The classical Clark-Ocone representation will be needed to prove Theorem 4.7.

Remark 4.9 (Clark Ocone Representation) Any random variable $X$ in $D^{1,2}$ can be written as $X = \mathbb{E}X + \int_0^1 \mathbb{E} [D_s X | \mathcal{F}_s] dW_s$.

By iterating this proposition, we obtain the following, whose proof is in the appendix.
Lemma 4.10 Let \( X \in \mathbb{D}^{n,2} \subset L^2(\Omega) \) with the Wiener chaos decomposition \( X = \sum_{n=0}^{\infty} I_n(f_n) \) where \( f_n \in \mathcal{H}^{(n)} \) and \( f_n \) is symmetric. Then

\[
X = \sum_{m=0}^{n-1} I_m(f_m) + \int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} \mathbb{E}(D_{s_1,\ldots,s_{n-1}}^{(n)} X | \mathcal{F}_{s_n}) dW_{s_n} \cdots dW_{s_2} dW_{s_1}.
\]

Proof of Theorem 4.7, "Case \( n \geq 3 \)". From Lemma 4.10, where the functions \( (f_m)_{m=0}^{n-1} \) are identified, we have that

\[
X_n = X - \sum_{m=0}^{n-1} I_m(f_m) = \int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} u(s_1, s_2, \ldots, s_n) dW_{s_n} \cdots dW_{s_2} dW_{s_1},
\]

where the stochastic process \( u(s_1, s_2, \ldots, \cdot) \) is adapted to \( (\mathcal{F}_t)_{t \geq 0} \), and \( u \in L^\infty(\Omega; L^2(\mathcal{H}^{(n)})) \), that is to say, with the non-random number \( \|u\|^2_{\infty,2} := \frac{1}{(1/n!)} \|u\|_{L^\infty(\Omega; L^2(\mathcal{H}^{(n)}))} \), almost surely,

\[
\int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} |u(s_1, s_2, \ldots, s_n)|^2 ds_n \cdots ds_2 ds_1 \leq \|u\|^2_{\infty,2}.
\]

(19)

Let now \( U = \left( \int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} u(s_1, s_2, \ldots, s_n) dW_{s_n} \cdots dW_{s_2} dW_{s_1} \right)^{1/n} \).

(20)

Intuitively, since one way to construct an \( n \)th Wiener chaos r.v. is to take a polynomial of degree \( n \) and apply it to a Gaussian r.v., the definition of \( U \) should presumably give us a sub-Gaussian r.v. In any event, to prove the theorem, we only need to show that

\[
\mathbb{E} \exp \left( \frac{U^2}{L^2} \right) \leq 2,
\]

where \( L = M^{1/n} \).

Step 1: Taylor expansion. For simplicity we use the notation \( V = U/L \). We simply evaluate the Taylor expansion of the exponential above in the following way, where for the terms with \( k = 1, \ldots, n \), we used Jensen’s inequality:

\[
\mathbb{E} \exp V^2 = \mathbb{E} \sum_{k=0}^{\infty} \frac{V^{2k}}{k!} = \mathbb{E} \left[ 1 + \sum_{k=1}^{n} \frac{V^{2k}}{k!} + \sum_{k=n+1}^{\infty} \frac{V^{2k}}{k!} \right]
\]

\[
\leq 1 + \sum_{k=1}^{n} \frac{\mathbb{E} \left[ V^{2k} \right]}{k!} + \sum_{k=n+1}^{\infty} \frac{\mathbb{E} \left[ V^{2k} \right]}{k!}
\]

\[
\leq 1 + \sum_{k=1}^{n} \frac{\mathbb{E} \left[ V^{2n} \right]^{k/n}}{k!} + \sum_{k=n+1}^{\infty} \frac{\mathbb{E} \left[ V^{2k} \right]}{k!}
\]

\[
\leq 1 + \sum_{k=1}^{n} \frac{\mathbb{E} \left[ V^{2n} \right]^{k/n}}{k!} + \sum_{k=n+1}^{\infty} \frac{\mathbb{E} \left[ V^{2k} \right]}{k!}.
\]

(21)

Step 2: Moments evaluations. We have that \( V^{2k} = (V^n)^{2k/n} = (\|Y^{(n)}(1)\|/L^n)^{2k/n} \) where \( (Y^{(n)}(t))_{t \in [0,1]} \) is the \( (\mathcal{F}_t)_{t \in [0,1]} \)-martingale defined by

\[
Y^{(n)}(t) = \int_0^t \int_0^{s_1} \cdots \int_0^{s_{n-1}} u(s_1, s_2, \ldots, s_n) dW_{s_n} \cdots dW_{s_2} dW_{s_1}.
\]
The bracket of $Y^{(n)}$ thus satisfies
\[ \langle Y^{(n)} \rangle (t) = \int_0^t ds_1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} u(s_1, s_2, \ldots, s_n) \, dW_{s_n} \cdots dW_{s_2} \right|^2. \]

We begin by evaluating the moments in the tail of the series (21). By the Burkholder-Davis-Gundy inequality, for any $k \geq n + 1$, since then we have $p := 2k/n > 2$,
\[ \mathbf{E} \left[ V^{2k} \right] \leq c(2k/n) \mathbf{E} \left[ \langle Y^{(n)} \rangle^{k/n} (1) \right] / L^{2k}, \]
where $c(2k/n)$ is the efficient constant defined in Proposition 5.1 in the Appendix. Let us evaluate the moments of this bracket by induction. We begin by defining a sequence of martingales: for $t \leq s_1$,
\[ Y^{(n-1)}_{s_1} (t) = \int_0^t \int_0^{s_1} \cdots \int_0^{s_{n-1}} u(s_1, s_2, \ldots, s_n) \, dW_{s_n} \cdots dW_{s_2}; \]
for $t \leq s_2 \leq s_1$,
\[ Y^{(n-2)}_{s_1, s_2} (t) = \int_0^t \int_0^{s_1} \cdots \int_0^{s_{n-1}} u(s_1, s_2, \ldots, s_n) \, dW_{s_n} \cdots dW_{s_2}; \]
more generally for $t \leq s_j \leq s_{j-1} \leq \cdots \leq s_1$,
\[ Y^{(n-j)}_{s_1, s_2, \ldots, s_j} (t) = \int_0^t \int_0^{s_1} \cdots \int_0^{s_{n-1}} u(s_1, s_2, \ldots, s_n) \, dW_{s_n} \cdots dW_{s_{j+1}}; \]
the last iteration is for $t \leq s_{n-1} \leq s_{n-2} \leq \cdots \leq s_1$,
\[ Y^{(1)}_{s_1, s_2, \ldots, s_{n-1}} (t) = \int_0^t u(s_1, s_2, \ldots, s_n) \, dW_{s_n}. \]

We now have, iterating the use of the Burkholder-Davis-Gundy inequality, and using Jensen’s inequality for the measures $ds_{j+1}/s_j$ on $[0, s_j]$ for each $j = 0, \ldots, n - 1$,
\[ c(p) \mathbf{E} \left[ \langle Y^{(n)} \rangle^{p/2} (1) \right] \]
\[ = c(p) \mathbf{E} \left[ \left( \int_0^{s_1} u(s_1) \, ds_1 \right)^{p/2} \right] \]
\[ \leq c(p) \int_0^{s_1} ds_1 \mathbf{E} \left[ Y^{(n-1)}_{s_1} (s_1) \right]^{p} \]
\[ \leq c(p)^2 \int_0^{s_1} ds_1 \mathbf{E} \left[ \left( \int_0^{s_2} ds_2 Y^{(n-2)}_{s_1, s_2} (s_2) \right)^{p/2} \right] \]
\[ \leq c(p)^2 \int_0^{s_1} ds_1 s_1^{p/2-1} \mathbf{E} \left[ \left( \int_0^{s_2} ds_2 Y^{(n-2)}_{s_1, s_2} (s_2) \right)^{p} \right] \]
\[ \vdots \]
\[ \leq c(p)^{n-1} \int_0^{s_1} ds_1 s_1^{p/2-1} \int_0^{s_2} ds_2 s_2^{p/2-1} \cdots \int_0^{s_{n-2}} ds_{n-2} s_{n-2}^{p/2-1} \int_0^{s_{n-1}} ds_{n-1} \mathbf{E} \left[ Y^{(1)}_{s_1, s_2, \ldots, s_{n-1}} (s_1) \right]^{p} \]
\[ = c(p)^{n-1} \int_0^{s_1} ds_1 s_1^{p/2-1} \int_0^{s_2} ds_2 s_2^{p/2-1} \cdots \int_0^{s_{n-2}} ds_{n-2} s_{n-2}^{p/2-1} \int_0^{s_{n-1}} ds_{n-1} \mathbf{E} \left[ \left( \int_0^{s_{n-1}} u^2 (s_1, s_2, \ldots, s_{n-1}, s_n) \, ds_n \right)^{p/2} \right]. \] (22)
Now for the first terms in the series (21), note that an immediate calculation from (20) (as in Step 2, with \( p = 2 \), so that \( c(2) = 1 \)) yields

\[
E \left[ U^{2^n} \right] \leq \operatorname{ess sup}_{\omega \in \Omega} \int \cdots \int_{0 \leq s_n \leq \cdots \leq s_1 \leq 1} |u(\tilde{s})|^2 \, ds_1 \cdots ds_n = \|u\|^2_{\infty,2}.
\]

Thus we have

\[
\sum_{k=1}^{n} \frac{\sum \frac{1}{k!} \left( \frac{\|u\|^2_{\infty,2}}{L^{2n}} \right)^{k/n}}{1} \leq \sum_{k=1}^{n} \frac{1}{k!} \left( \frac{\|u\|^2_{\infty,2}}{L^{2n}} \right)^{k/n} \leq \sum_{k=1}^{n} \frac{1}{k!} \left( \frac{\|u\|^2_{\infty,2}}{L^{2n}} \right)^{k/n} \leq \sum_{k=1}^{n} \frac{1}{k!} \left( \frac{\|u\|^2_{\infty,2}}{L^{2n}} \right)^{k/n}.
\]

(23)

**Step 3. General conclusion.** We first deal with the terms in (23). Let us show that we can find a constant \( c(n) \) depending only on \( n \) such that if \( L^{2n} \geq c(n) \|u\|^2_{\infty,2} \), then the term in (23) is bounded by \( 1/2 \). Indeed, since

\[
\sum_{k=1}^{n} \frac{1}{k!} \left( \frac{\|u\|^2_{\infty,2}}{L^{2n}} \right)^{k/n} \leq \sum_{k=1}^{n} \frac{1}{k!} c(n)^{-k/n}
\]

\[
= \sum_{k=1}^{n} \frac{1}{k!} \left[ c(n)^{-1/n} \right]^k
\]

\[
\leq c(n)^{-1/n} - 1,
\]

it is sufficient to have \( c(n)^{-1/n} = 3/2 \), i.e. \( c(n) = \log^{-n}(3/2) \), or in other words

\[
L^{2n} \geq \log^{-n}(3/2) \|u\|^2_{\infty,2}.
\]

(24)

Under this constraint, with inequality (21), we thus get

\[
E \left[ \exp V^2 \right] \leq 1 + 1/2 + T
\]

(25)

where the tail term \( T \) of the Taylor expansion, is dealt with as follows. We apply line (22) above with \( p = 2k/n \) and then sum over all \( k \geq n+1 \). Thus last use of Jensen’s inequality, and the upper bound (19) on \( |u| \), with the shorthand notation \( u(\tilde{s}) := u(s_1, s_2, \cdots, s_{n-1}, s_n) \), yield

\[
T := \sum_{k=n+1}^{\infty} \frac{c(2k/n)^{n-1}}{k!L^{2k}} E \left[ \left( \frac{\|u\|^2_{\infty,2}}{L^{2n}} \right)^{k/n} \right]
\]

\[
\leq \sum_{k=n+1}^{\infty} \frac{c(2k/n)^{n-1}}{k!L^{2k}} \int_0^1 ds_1 s_1^{k/n-1} \int_0^{s_1} ds_2 s_2^{k/n-1} \cdots \int_0^{s_{n-2}} ds_{n-2} s_{n-2}^{k/n-1} \int_0^{s_{n-2}} ds_{n-1} \left( \int_0^{s_n-1} u^2(\tilde{s}) \, d\tilde{s} \right) \left( s_n \right)^{k/n}
\]

\[
\leq \sum_{k=n+1}^{\infty} \frac{c(2k/n)^{n}}{k!L^{2k}} \int_0^{s_n-1} \int_0^{s_{n-2}} \cdots \int_0^{s_1} ds_1 \cdots ds_n \left( u(\tilde{s}) \right)^{2k/n}
\]

\[
\leq \operatorname{ess sup}_{\omega \in \Omega} \sum_{k=n+1}^{\infty} \frac{c(2k/n)^{n}}{k!L^{2k}} \int_0^{s_n-1} \int_0^{s_{n-2}} \cdots \int_0^{s_1} ds_1 \cdots ds_n \left( u(\tilde{s}) \right)^{2k/n}.
\]

(26)
Below for any $m \geq 2$, $\|f\|_m^m$ denotes the $L^m$ norm of any function $f$ on the simplex $0 \leq s_n \leq \cdots \leq s_1 \leq 1$ with respect to Lebesgue measure. Hence we can write from (25) and from (26):

$$\mathbb{E} \exp V^2 \leq 3/2 + \text{ess sup}_{\omega \in \Omega} \sum_{k=n+1}^{\infty} \frac{c(2k/n)^n}{k!L^{2k}} \|u\|_{2k/n}^{2k/n}$$

$$= 3/2 + \text{ess sup}_{\omega \in \Omega} \int \cdots \int_{0 \leq s_n \leq \cdots \leq s_1 \leq 1} ds_1 \cdots ds_n \sum_{k=n+1}^{\infty} \frac{c(2k/n)^n}{k!} \left( \frac{|u(s_1, s_2, \cdots, s_{n-1}, s_n)|^{2/n}}{L^2} \right)^k.$$

Now the estimate in Proposition 5.1 in the appendix tells us that

$$\frac{c(2k/n)^n}{k!} \leq \left( \frac{2k}{n} \sqrt{\frac{e}{2}} \right)^{2k/n} \frac{1}{k!},$$

so that, with $G_n(x)$ as in the statement of the theorem,

$$\mathbb{E} \exp V^2 \leq 3/2 + \text{ess sup}_{\omega \in \Omega} \int \cdots \int_{0 \leq s_n \leq \cdots \leq s_1 \leq 1} ds_1 \cdots ds_n G_n \left( \frac{|u(s)|^{2/n}}{L^2} \right).$$

Choosing $L^2$ such that the last term above is less than $1/2$, and with the constraint (24), the statement following line (18) in the theorem now follows immediately.

**Step 4. Analytic conclusion.** To finish the proof of the theorem in the case $n \geq 3$, we only need to study the function $G_n$ more specifically. Using the Stirling-type formula which is valid for all $k \geq 1$, $k! \geq k^{k3-k}$, and using the fact that $n \geq 3$, we get easily

$$G_n(x) \leq \sum_{k=n+1}^{\infty} \left( \frac{4}{k} \right)^{k/3} x^k.$$

For any integer $m \geq 2$, consider the three values $k = 3m$, $3m + 1$, or $3m + 2$. We then obtain $k^{k/3} \geq (3m)^m$. On the other hand, for these same values of $k$, with $x > 1$, we get $x^k \leq (x^3)^m x^2$. Thus

$$G_n(x) \leq 4^{2/3} x^2 \sum_{m=1}^{\infty} \left( \frac{4}{3} \right)^m m^{-m} (x^3)^m.$$
above:

\[
\begin{aligned}
\pi \Gamma &:= \int_{[0,1]^n} G_n \left( L^{-2} |u(s)|^{2/n} \right) ds_n \cdots ds_2 ds_1 \\
&\leq -K_u + K_u \int_{[0,1]^n} \exp \left( L^{-6} |u(s)|^{6/n} \right) ds_n \cdots ds_2 ds_1 \\
&= -K_u + K_u \int_{[0,1]^n} \left[ \exp \left( |u(s)|^{6/n} \right) \right]^{1/L^6} ds_n \cdots ds_2 ds_1.
\end{aligned}
\]

We now make a temporary assumption that \( L \geq 1 \). This allows us to use Jensen’s inequality in the above time integral over the simplex:

\[
\pi \Gamma \leq -K_u + K_u \left( \int_{[0,1]^n} \exp \left( |u(s)|^{6/n} \right) ds_n \cdots ds_2 ds_1 \right)^{1/L^6}.
\]

Hence, since we only need to satisfy the condition (18), i.e. \( \pi \leq 1/2 \) almost surely, we only need to have

\[
L^6 \geq \frac{\log \left( \int_{[0,1]^n} \exp \left( |u(s)|^{6/n} \right) ds_n \cdots ds_2 ds_1 \right)}{\log \left( 1 + \frac{K_u}{L^6} \right)}
\]

almost surely. Jensen’s inequality can then be used to check that this last expression is always larger than the right-hand side of 17. The last statement of the theorem is thus proved if the essential supremum \( (L^*)^6 \) of the right-hand side of (27) happens to be greater than 1. If it is not, we leave it to the reader to check that the same conclusion holds by repeating the above calculation (Steps 3 and 4) for the random variable \( \bar{U} = U/L^* \), thereby allowing us not to require \( L \geq 1 \).

**Proof of Theorem 4.7, “Case \( n = 2 \)”**. The proof is based on Lemma 3.3, applied to the random variable

\[
Y = \left( \int_0^1 |D_rX|^2 ds \right)^{1/2} = |D_rX|_{H}.
\]

The first step is to prove the following: almost surely,

\[
|DY|_{\mathcal{H}}^2 \leq M_2^2 = \operatorname{ess sup}_{\omega \in \tilde{\Omega}} |D(2)X|_{H_{\mathcal{H}}}^2 = \operatorname{ess sup}_{\omega \in \tilde{\Omega}} \left( \int_0^1 \int_0^{s_1} |D_{s_2,r}^2X| ds_2 ds_1 \right)^{1/2}.
\]

Indeed we have

\[
|DY|_{\mathcal{H}}^2 = \int_0^1 \left| D_t \sqrt{\int_0^1 |D_rX|^2 dr} \right|^2 dt = \int_0^1 \left| D_t \frac{\int_0^1 |D_rX|^2 dr}{2 \sqrt{\int_0^1 |D_rX|^2 dr}} \right|^2 dt = \int_0^1 \left| \int_0^1 (D_rX) \left( D_{t,r}^2 X \right) dr \right|^2 dt = \int_0^1 \left| \int_0^1 |D_rX|^2 dr \right|^2 dt \leq \int_0^1 \frac{\int_0^1 |D_rX|^2 dr \cdot \int_0^1 |D_{t,r}^2 X|^2 dr}{\int_0^1 |D_rX|^2 dr} dt \leq \int_0^1 \int_0^1 |D_{t,r}^2 X|^2 dr dt \leq M_2^2.
\]
Thus we can consider that $Z = Y - \mathbb{E}Y$ is a random variable satisfying the hypotheses of Lemma 3.3. We can thus conclude that $Z$ is sub-Gaussian relative to the scale $M_2$. In particular we get, from Remark 3.2,

$$
\mathbb{E} \left[ \exp \left( \frac{Z^2}{5M_2^2} \right) \right] \leq 2.
$$

Because we will need to find a smaller constant than 2 above, we restate this as

$$
\mathbb{E} \left[ \exp \left( \frac{Z^2}{10M_2^2} \right) \right] \leq \sqrt{2}. \quad (28)
$$

We now invoke an exponential Poincaré inequality of Üstünel [22, Theorem 9.2.3(i)]: for any random centered variable $V$ in $\mathbb{D}^{1,2}$,

$$
\mathbb{E} [\exp V] \leq \mathbb{E} \left[ \exp \left( \frac{\pi^2}{8} |D \mathbb{E} V|_\mathbb{H}^2 \right) \right].
$$

Applying this to $V = Z/c$ for some constant $c > 0$, we get

$$
\mathbb{E} \left[ \exp \left( \frac{X}{c} \right) \right] \leq \mathbb{E} \left[ \exp \left( \frac{\pi^2}{8c^2} |D \mathbb{E} X|_\mathbb{H}^2 \right) \right]
= \mathbb{E} \left[ \exp \left( \frac{\pi^2}{8c^2} \left( Z + \mathbb{E} |D \mathbb{E} X|_\mathbb{H}^2 \right)^2 \right) \right]
\leq \mathbb{E} \left[ \exp \left( \frac{\pi^2}{4c^2} \right) \right] \mathbb{E} \left[ \exp \left( \frac{\pi^2}{4c^2} |D \mathbb{E} X|_\mathbb{H}^2 \right) \right]. \quad (29)
$$

Now if we choose $\pi^2 / (4c^2) = 1 / (10M_2^2)$, from (28), the first term in the last line above is bounded above by $\sqrt{2}$. In order to control the second term, we use the Clark-Ocone representation to get

$$
\mathbb{E} \left[ |D \mathbb{E} X|_\mathbb{H}^2 \right] = \mathbb{E} \left[ \int_0^1 \int_0^s \mathbb{E} \left[ D_{r,s}^2 X | \mathcal{F}_r \right] dW_r dW_s \right]^2
= \mathbb{E} \left[ \int_0^1 \int_0^s \mathbb{E} \left[ D_{r,s}^2 X | \mathcal{F}_r \right]^2 dr ds \right]
\leq \mathbb{E} \int_0^1 \int_0^s |D_{r,s}^2 X |^2 dr ds
\leq M^2.
$$

Certainly, the above choice for $c$ implies $\pi^2 / (4c^2) \leq (\log \sqrt{2}) / M_2^2$. From (29) we now get

$$
\mathbb{E} \left[ \exp \left( \frac{X}{\pi \sqrt{5/2M}} \right) \right] \leq 2. \quad (30)
$$

The last step in the proof is to allow the use of $|X|$ instead of $X$ above. Since we have no information about the symmetry of $X$, we proceed as follows. Since $X$ and $-X$ satisfy the same hypotheses, we have that (30) holds for $X$ replaced by $-X$. Now we can write, with $X' = X / (\pi \sqrt{10M})$, and using the notation $p = P \left[ X' \geq 0 \right]$

$$
\mathbb{E} \left[ \exp \left( \left| X' \right| \right) \right] = \mathbb{E} \left[ \exp \left( X' \right) 1_{X' \geq 0} \right] + \mathbb{E} \left[ \exp \left( -X' \right) 1_{X' < 0} \right]
\leq \sqrt{p} \sqrt{\mathbb{E} \left[ \exp \left( 2X' \right) \right]} + \sqrt{1 - p} \sqrt{\mathbb{E} \left[ \exp \left( -2X' \right) \right]}
\leq \sqrt{2} \left( \sqrt{p} + \sqrt{1 - p} \right)
\leq 2.
$$

This finishes the proof of Case $n = 2$ of the theorem. \[\square\]
4.3 Concentration: the sub-n-th chaos property for suprema

We now prove the core of a Borell-Sudakov-type inequality for sub-n-th chaos random fields.

**Proposition 4.11** Let $X$ be a separable random field on an index set $I$ such that all finite-dimensional vectors of $X$ are formed of almost-surely distinct components. Assume $\mu := \mathbf{E}[\sup_{I} X] < \infty$. Assume $X(t) \in \mathbb{D}^{n,2}$ for each $t \in I$. Assume there exist non-random constants $\sigma(t)$ for each $t \in I$ such that almost surely

$$
\left\| D^{(n)} X(t) \right\|_2^2 := \int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} \left| D^{(n)}_{s_n, \cdots, s_{n-1}} X(t) \right|^2 ds_n \cdots ds_2 ds_1 \leq \sigma^2(t).
$$

Then $\sup_{t \in I} X(t) \in \mathbb{D}^{1,2}$ and

$$
\left\| D^{(n)} \sup_{t \in I} X(t) \right\|_2^2 \leq \sup_{t \in I} \sigma^2(t).
$$

**Proof.** As in the proof of Theorem 3.6, we can assume without loss of generality that $I = \{1, 2, \cdots, N\}$. Here we have $n \geq 2$. Using the same strategy as in the proof of Theorem 3.6, we denote $X_m = X(m)$ and define $S_m = \max \{X_1, X_2, \cdots, X_m\}$, so that $S_{m-1} = \max \{X_m, S_m\}$. In order to prove that $\max_{I} X \in \mathbb{D}^{n,2}$, the approximation technique used in the proof of Theorem 3.6 can again be used. We omit the details, only to say that $1_{X_{m+1} > S_m}$ can be approximated in $\mathbb{D}^{1,2}$ by a smooth function of $X_{m+1} - S$ whose Malliavin derivative tends to 0 for almost every $(\omega, s)$ in $L^2(\Omega) \times \mathcal{H}$ because $X_{m+1} - S_m \neq 0$ a.s. In particular, $D.1_{X_{m+1} > S_m} = 0$ in $L^2(\Omega) \times \mathcal{H}$, and for any $k \leq n$, the $k$th-order Malliavin derivative of $1_{X_{m+1} > S_m}$ is 0 in $L^2(\Omega) \times \mathcal{H}^k$ as well.

This justifies the following computation, where equalities hold in $L^2(\Omega) \times \mathcal{H}^{\otimes n}$:

$$
D^{(n)}_{s_n, \cdots, s_2, s_1} S_{m+1} = D^{(n-1)}_{s_n, \cdots, s_2} \left( D_{s_1} X_{m+1} 1_{X_{m+1} > S_m} + D_{s_2} S_m 1_{X_{m+1} < S_m} \right)
$$

$$
= D^{(n-2)}_{s_n, \cdots, s_2} \left( \left[ D_{s_2} D_{s_1} X_{m+1} \right] 1_{X_{m+1} > S_m} + \left[ D_{s_1} D_{s_2} S_m \right] 1_{X_{m+1} < S_m} \right)
$$

$$
= D^{(n)}_{s_n, \cdots, s_2, s_1} - 1_{X_{m+1} > S_m} + D^{(n)}_{s_n, \cdots, s_2, s_1} 1_{X_{m+1} < S_m}.
$$

Now, still following the strategy of the proof of Theorem 3.6, we let $\sigma^2_m = \max \{ \sigma^2(1); \cdots; \sigma^2(n) \}$, and we assume by induction that $\left\| D^{(n)} S_m \right\|_2^2 \leq \sigma^2_m$ almost surely. Our hypothesis and equality (31) implies that almost surely

$$
\left\| D^{(n)} S_{m+1} \right\|_2^2 = \int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} \left| D^{(n)}_{s_n, \cdots, s_{n-1}} S_{m+1} \right|^2 ds_n \cdots ds_2 ds_1
$$

$$
= 1_{X_{m+1} > S_m} \int_0^{s_1} \cdots \int_0^{s_{n-1}} \left| D^{(n)}_{s_n, \cdots, s_{n-1}} X_{m+1} \right|^2 ds_n \cdots ds_2 ds_1
$$

$$
+ 1_{X_{m+1} < S_m} \int_0^{s_1} \cdots \int_0^{s_{n-1}} \left| D^{(n)}_{s_n, \cdots, s_{n-1}} S_m \right|^2 ds_n \cdots ds_2 ds_1
$$

$$
= 1_{X_{m+1} > S_m} \left\| D^{(n)} X_{m+1} \right\|_2^2 + 1_{X_{m+1} < S_m} \left\| D^{(n)} S_m \right\|_2^2
$$

$$
\leq \sigma^2(m+1) 1_{X_{m+1} > S_m} + \sigma^2_m 1_{X_{m+1} < S_m}
$$

$$
\leq \sigma^2_{m+1}.
$$

Since $\left\| D^{(n)} X_1 \right\|_2^2 \leq \sigma^2_1 = \sigma^2(1)$ by hypothesis, induction implies the conclusion of the proposition when $m = N$. ■

Combining the results of Theorem 4.7 and Proposition 4.11, we state the extension of the Borell-Sudakov inequality in two separate results, depending on whether $n = 2$ or $n \geq 3$. 
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Corollary 4.12 Let $X$ and $\mu$ be as in Proposition 4.11 with $n = 2$. Then $\sup_I X - \mu$ is a sub-2nd-chaos random variable. It can be decomposed as

$$
\sup_I X - \mu = \int_0^1 f(s) \, dW_s + X_2
$$

where $f \in \mathcal{H}$ and $X_2$ is a sub-2nd-chaos r.v. relative to the scale $M = \pi \sqrt{10} \sup_{t \in I} \sigma^2(t)$. In particular we get the following extension of the Borell-Sudakov inequality: for any $u > 0$,

$$
P \left( \sup_I X - \int_0^1 f(s) \, dW_s - \mu > u \right) = P \left( |X_2| > u \right) \leq 2 \exp \left( - \frac{u}{M} \right). \tag{32}
$$

Proof. The first statement follows immediately from the conclusion of Proposition 4.11 as applied to “Case $n = 2$” in Theorem 4.7. The second statement is an immediate consequence of the tail estimate in Lemma 4.6. ■

The presence of the function $G_n$ in Theorem 4.7 case $n \geq 3$ makes it impossible to apply Proposition 4.11 directly. Moreover, the conditional expectation in that same portion of the theorem causes further difficulties, making it necessary to impose slightly stronger conditions on $D^{(n)}X$ than in that theorem, in order to derive a Borell-Sudakov extension.

Proposition 4.13 Let $X$ and $\mu$ be as in Proposition 4.11 with $n \geq 3$. Recall the function $G_n$ defined in “Case $n = 3$” of Theorem 4.7. Assume moreover that for any $t \in I$ and for any $s_n \in [0, 1]$, there exists a non-random value $M(t)$ not dependent on $s_n$, such that, almost surely

$$
\int_{s_n}^{1} \int_{s_n}^{s_n+1} \cdots \int_{s_n}^{s_n+1} G_n \left( \left( M(t) \right)^{-2} \left\| D^{(n)} X(t) \right\|_{\mathcal{H}}^2 \right) \, ds_{n-1} \cdots ds_2 ds_1 \leq 1/2 \tag{33}
$$

and

$$
M(t) \geq \sqrt{2e} \left\| D^{(n)} X(t) \right\|_{\mathcal{H}}.
$$

Then the random variable $\sup_I X - \mu$ is a sub-$n$th-chaos r.v. It can be decomposed as $\sup_I X - \mu = \sum_{m=1}^{n-1} f_m(f_m) + X_n$ where each $f_m$ is a non-random symmetric function in $\mathcal{H} \otimes m$, and $X_n$ is a sub-$n$th-Gaussian chaos random variable relative to the scale

$$
M = \sup_{t \in I} M(t).
$$

In particular, the extension (32) of the Borell-Sudakov inequality holds for $X_n$ with this $M$, namely

$$
P \left( \sup_I \left| \sum_{m=0}^{n-1} I_m(f_m) - \mu \right| > u \right) = P \left( |X_n| > u \right) \leq 2 \exp \left( - \left( \frac{u}{M} \right)^{2/n} \right). \tag{34}
$$

Remark 4.14 The hypothesis of this proposition is clearly satisfied if there exist constants $\sigma(t)$ such that almost surely, for all $s_1, s_2, \ldots, s_n$,

$$
\left| D^{(n)} X(t) \right| \leq \sigma(t). \tag{35}
$$

Then there is a constant $k_n$ depending only on $n$ such that we may take $M = k_n \sup_{t \in I} \sigma(t)$.

Proof of Proposition 4.13. Here, we may not apply Proposition 4.11 directly. Instead, we return to its proof, and use the notation therein. Let $T_{n-1}(s_n) = \left\{ (s_i)_{i=3}^{n-1} : s_1 \geq s_2 \geq \cdots \geq s_{n-1} \geq s_n \right\}$, a simplex for any fixed $s_n \in [0, 1]$. Let $M_m = M(m)$. Also use the shorthand notation $\bar{s} = (s_i)_{i=1}^{n-1}$. By hypothesis we have

$$
\int_{T_{n-1}(s_n)} \cdots \int_{T_{n-1}(s_n)} G_n \left( \left( M_m \right)^{-2} \left\| D^{(n)} X(m) \right\|_{\mathcal{H}}^2 \right) \, d\bar{s} \leq \frac{1}{2}. \tag{35}
$$
We also define

\[ M_m^* = \max \{ M_1, M_2, \cdots, M_m \}. \]

Then, since \( G_n \) is an increasing function, we have, from line (31),

\[
\begin{align*}
    & \int \cdots \int_{T_{n-1}(s_n)} G_n \left( (M_{m+1}^*)^{-2} \left| D_{s_n,s}^{(n)} S_{m+1} \right|^{2/n} \right) d\delta \\
    & = 1 \mathbb{1}_{\{X(m+1) > S_m\}} \int \cdots \int_{T_{n-1}(s_n)} G_n \left( (M_{m+1}^*)^{-2} \left| D_{s_n,s}^{(n)} X(m+1) \right|^{2/n} \right) d\delta \\
    & \quad + 1 \mathbb{1}_{\{X(m+1) < S_m\}} \int \cdots \int_{T_{n-1}(s_n)} G_n \left( (M_{m+1}^*)^{-2} \left| D_{s_n,s}^{(n)} S_m \right|^{2/n} \right) d\delta \\
    & \leq 1 \mathbb{1}_{\{X(m+1) > S_m\}} \int \cdots \int_{T_{n-1}(s_n)} G_n \left( (M_{m+1}^*)^{-2} \left| D_{s_n,s}^{(n)} X(m+1) \right|^{2/n} \right) d\delta \\
    & \quad + 1 \mathbb{1}_{\{X(m+1) < S_m\}} \int \cdots \int_{T_{n-1}(s_n)} G_n \left( (M_{m+1}^*)^{-2} \left| D_{s_n,s}^{(n)} S_m \right|^{2/n} \right) d\delta.
\end{align*}
\]

Thus, if we assume that

\[
\int \cdots \int_{T_{n-1}(s_n)} G_n \left( (M_m^*)^{-2} \left| D_{s_n,s}^{(n)} S_m \right|^{2/n} \right) d\delta \leq \frac{1}{2},
\]

using (35), we obtain that (36) holds at rank \( m + 1 \), and thus, by induction, for all \( m \leq N \).

The definition (16) of \( G_n \) shows that the function \( x \mapsto G_n \left( |x|^{2/n} \right) \) is convex for all \( x \). Let \( M = M_N = \max \{ M_1, M_2, \cdots, M_N \} \). We may now write, using Jensen, and (36) for \( m = N \),

\[
\begin{align*}
    & \int_0^1 ds_n \int \cdots \int_{T_{n-1}(s_n)} G_n \left( M^{-2} \left| D_{s_n,s}^{(n)} S_N |F_{s_n}\right|^{2/n} \right) d\delta \\
    & \leq \int_0^1 ds_n \int \cdots \int_{T_{n-1}(s_n)} G_n \left( M^{-2} \left| D_{s_n,s}^{(n)} S_N \right|^{2/n} \right) |F_{s_n}| d\delta \\
    & = \int_0^1 ds_n E \left[ \int \cdots \int_{T_{n-1}(s_n)} G_n \left( M^{-2} \left| D_{s_n,s}^{(n)} S_N \right|^{2/n} \right) |F_{s_n}| \right] \\
    & \leq \frac{1}{2}.
\end{align*}
\]

This establishes Condition (18) of Theorem 4.7. We omit the details needed to check the other conditions of this Theorem. Inequality (34) is again only a consequence of Lemma 4.6. \( \blacksquare \)

The presence of the Wiener chaos correction terms \( \sum_{m=1}^{n-1} I_m (f_m) \) in the statement of the generalizations (32) and (34) of Borell-Sudakov are somewhat of an annoyance, because these inequalities’ proofs present no way of calculating the magnitude of the non-random functions \( \{ f_m : m = 1, \cdots, n - 1 \} \). We propose an additional result which shows that asymptotically, these functions are irrelevant.
Corollary 4.15 With the hypotheses and notation as in Corollary 4.12 or Proposition 4.13, we have for any $\varepsilon > 0$, for $u$ large enough,

$$
P \left[ \sup_i |X - \mu| > u \right] \leq 2 \left( 1 + \varepsilon \right) \exp \left( -\frac{1}{1 + \varepsilon} \left( \frac{u}{M} \right)^{2/n} \right).
$$

More concisely, we can write

$$
\lim_{u \to \infty} \frac{1}{u^{2/n}} \log P \left[ \sup_i |X - \mu| > u \right] \leq -\frac{1}{M^{2/n}}.
$$

Proof. First note that, for any $r \in (0, 1)$

$$
P \left[ \sup_i |X - \mu| > u \right] = P \left[ X_n + \sum_{m=1}^{n-1} I_m (f_m) > u \right]
\leq P \left[ X_n > u - \sum_{m=1}^{n-1} |I_m (f_m)| \right]
\leq P \left[ X_n > u - \sum_{m=1}^{n-1} |I_m (f_m)| \right] + P \left[ \sum_{m=1}^{n-1} |I_m (f_m)| > ru \right]
\leq P \left[ |X_n| > (1 - r) u + \sum_{m=1}^{n-1} P \left[ |I_m (f_m)| > \frac{ru}{n-1} \right] \right]
$$

(37)

The following lemma is a trivial consequence of the results in [3].

Lemma 4.16 Let $f \in \mathcal{H}^m$. Then there exists a constant $M_m (f)$ such that

$$
P \left[ |I_m (f_m)| > u \right] \leq \exp \left( \left( \frac{u}{M_m (f)} \right)^{2/m} + \eta_m (u) u^{2/m} \right)
$$

where $\lim_{u \to 0} \eta_m (u) = 0$.

Armed with this Lemma, and with the inequalities (32) or (34), and choosing $r$ so that $(1 - r) > (1 + \varepsilon)^{-n/2}$, we may write from (37)

$$
P \left[ \sup_i |X - \mu| > u \right] \leq P \left[ X_n > u / (1 + \varepsilon)^{-n/2} \right] + \sum_{m=1}^{n-1} P \left[ |I_m (f_m)| > \frac{ru}{n-1} \right]
\leq 2 \exp \left( -\frac{1}{1 + \varepsilon} \left( \frac{u}{M} \right)^{2/n} \right)
+ \sum_{m=1}^{n-1} \exp \left( -\frac{ru}{M_m (f_m) (n-1)} \right)^{2/m} + \eta_m (u) u^{2/m}
\leq 2 \left( 1 + \varepsilon \right) \exp \left( -\frac{1}{2} \left( \frac{u}{K} \right)^{(2/(n-1))} \right)
$$

(38)

$$
\leq 2 (1 + \varepsilon) \exp \left( -\frac{1}{(1 + \varepsilon)} \left( \frac{u}{M} \right)^{2/n} \right),
$$

(39)

where in line (38), the constant $K$ is $(n - 1) \max_{m \in \{1, \ldots, n-1\}} M_m (f_m)$ and $u$ is chosen so large that for every $m \leq n - 1$, $\eta_m (u) < 2^{-1} (r/K)^{2/m}$, while in line (39), $u$ is chosen so large that the second term in (38) is less than $\varepsilon$ times the first. The first statement of the corollary is proved, and the second follows trivially due to the fact that $\varepsilon > 0$ is arbitrary. ■
5 Appendix

5.1 Efficient constant in the Burkholder-Davis-Gundy inequality

Proposition 5.1 For any square integrable martingale $Y$, and any $p \geq 2$, we have

$$
E \left[ \sup_{s \in [0,t]} |Y(s)|^p \right] \leq c(p) E \left[ \langle Y \rangle (t)^{p/2} \right]
$$

where the constant $c(p)$ satisfies $c(2) = 1$ and for any $p > 2$,

$$
c(p) = \left( \frac{p(p+1)}{2(p-1)^{p-1}} \right)^{p/2} \leq \left( \frac{\sqrt{e}/2}{p} \right)^p.
$$

Proof. One only needs to keep track of the constants in the classical proof of this inequality: starting with Ito’s formula (where the function $f(x) = |x|^p$ is of class $C^2$),

$$
E |Y(t)|^p = E \left[ \int_0^t p |Y(s)|^{p-1} \text{sgn}(Y(s)) \, dY(s) + \frac{1}{2} \int_0^t p (p-1) |Y(s)|^{p-2} \langle Y \rangle (ds) \right]
$$

$$
= \frac{p(p-1)}{2} E \left[ \int_0^t |Y(s)|^{p-2} \langle Y \rangle (ds) \right] \leq \frac{p(p-1)}{2} E \left[ \left( \sup_{s \in [0,t]} |Y(s)| \right)^{p-2} \langle Y \rangle (t) \right]
$$

$$
\leq \frac{p(p-1)}{2} E \left[ \left( \sup_{s \in [0,t]} |Y(s)| \right)^{p-2/p} \right] E \left[ \langle Y \rangle (t)^{p/2} \right]^{2/p}.
$$

The proposition’s constant $c(p)$ follows from some elementary calculations and Doob’s inequality

$$
E \left[ \left( \sup_{s \in [0,t]} |Y(s)| \right)^p \right] \leq \left( \frac{p}{p-1} \right)^p \sup_{s \in [0,t]} E[|Y(s)|^p].
$$

The second statement in the proposition is equally elementary. ■

5.2 Proof of Lemma 3.7

Such a $\Phi$ as in the statement of the lemma can be replaced by an approximation $\Phi_m$ such that $\Phi_m$ is of class $C^1$, such that $\Phi = \Phi_m$ for all points distant by more than $1/m$ of all hyperplanes, and such that $\Phi - \Phi_m$ and $\nabla \Phi_m$ are both bounded uniformly in $m$ by multiples of $\|\nabla \Phi\|_\infty$: this can be achieved by interpolating $\Phi$ and $\nabla \Phi$ from the boundary of the $1/m$-neighborhood $T_m$ of the union $T$ of the hyperplanes using scaled polynomials. For example, in the case we are interested in, let $P$ be a polynomial of degree 4 on $[-1,1]$, which is increasing and convex, such that $P(-1) = P'(1) = 0$ and $P(1) = P''(1) = 1$. Define the function $\Phi_m = \Phi$ off the set $T_m = \{|x-y| < 1/m\}$, and on that set define $\Phi_m(x,y) = m^{-1}P(m(x-y)) + y$. This sequence $\Phi_m$ has the required property, and in fact $\|\nabla \Phi_m\|_\infty \leq 1$ and $|\Phi - \Phi_m|_\infty \leq 1$. Now since $\Phi_m$ converges to $\Phi$ pointwise, the dominated convergence theorem implies that $\Phi_m(Z)$ converges to $\Phi(Z)$ in $L^2(\Omega)$. Moreover, we can write using the chain rule (6) for $C^1$ functions: $\Phi_m(Z) \in D^{1,2}$ and

$$
D_r \Phi_m(Z) = (1 - 1_{T_m}(Z)) \nabla \Phi(Z) D_r Z + 1_{T_m}(Z) \nabla \Phi_m(Z) D_r Z.
$$

Since $1_{T_m}(Z)$ converges to 0 almost surely, and $D.Z \in L^2(\Omega \times [0,1])$, by the dominated convergence theorem in $L^2(\Omega \times [0,1])$, we have $D.\Phi_m(Z)$ converging to $\nabla \Phi(Z) D.Z$ in that space. Now we invoke the fact (see [16]) that the Malliavin derivative operator $D$ is a closed operator from its domain $D^{1,2}$ into $L^2(\Omega \times [0,1])$, to conclude that $\Phi(Z) \in D^{1,2}$ and $D.\Phi(Z) = \nabla \Phi(Z) D.Z$, as was to be proved.
5.3 Proof of Lemma 4.6

The proofs of this lemma’s statements are elementary; we detail some of them. First, we have using Chebyshev’s inequality:

\[ P (|X| > u) = P \left[ \exp(X/\delta)^{2/n} > \exp(u/\delta)^{2/n} \right] \leq \exp \left( -(u/\delta)^{2/n} \right) \mathbb{E} \left[ \exp(X/\delta)^{2/n} \right] \leq 2 \exp \left( -(u/\delta)^{2/n} \right), \]

which is the first statement of the lemma. This then implies that

\[ \mathbb{E} [X^2] = \int_0^\infty P (|X| > \sqrt{u}) \, du \leq 2 \int_0^\infty \exp \left( -(\sqrt{u}/\delta)^{2/n} \right) \, du = 2\delta^2 \int_0^\infty e^{-v^{1/n}} \, dv = v_n \delta^2 \]

where \( v_n = 2 \int_0^\infty e^{-v^{1/n}} \, dv \), hence the second statement. The proof of the estimate for \( \mathbb{E} \left[ \exp \left( \lambda |X|^{1/n} \right) \right] \) is left to the reader.

For the first converse, let \( c > 1 \) be fixed. Using the estimate \( P (|X| > u) \leq 2 \exp \left( -(u/\delta)^{2/n} \right) \), we get

\[ \mathbb{E} \left[ \exp \left( \frac{X}{c\delta} \right)^{2/n} \right] = \int_0^\infty P (|X| > c\delta \log r)^{n/2} \, dr \leq 1 + \int_1^\infty 2 \exp \left( -c^{2/n} \log r \right) \, dr \]

\[ = 1 + \int_1^\infty r^{-c^{2/n}} \, dr = 1 + \frac{2}{c^{2/n} - 1}. \]

Thus we only need to choose \( v'_n = c = 3^{n/2} \). The proofs of the other converses are left to the reader.

5.4 Proof of Lemma 4.10

The proof uses three simple facts from the theory of Wiener chaoses. For any symmetric function \( g \) in \( \mathcal{H}^m \), the first fact is simply the definition of \( I_m (g) \) as an iterated Itô integral in (3). The second, from Step 2 in Section 2, is the calculation \( D_r I_m (g) = m I_m (g (\cdot, r)) \). The last, from Lemma 1.2.4 in [16], says that

\[ \mathbb{E} [I_m (g_m) | \mathcal{F}_t] = I_m \left( g_m 1_{[0,t]} \right). \]

For \( X \in \mathcal{D}^{n,2} \), we may now calculate, for \( s_n \leq s_{n-1} \leq \cdots \leq s_2 \leq s_1 \leq 1, \)

\[ D_{s_n, \cdots, s_2, s_1} (X) = D_{s_n, \cdots, s_2} \left( \sum_{m=1}^{\infty} m I_{m-1} (f_m (s_1, \cdot)) \right) \]

\[ = \sum_{m=2}^{\infty} m (m - 1) I_{m-2} (f_m (s_1, s_2, \cdot)) \]

\[ \vdots \]

\[ = \sum_{m=n}^{\infty} m (m - 1) \cdots (m - n + 1) I_{m-n} (f_m (s_1, s_2, \cdots, s_n, \cdot)) \]
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Thus we obtain

\[ \mathbb{E}[I_{m-n}(f_m(s_1, s_2, \ldots, s_n)) | \mathcal{F}_{s_n}] = I_{m-n}(h_{m,s_1, s_2, \ldots, s_n}) \]

where the function \( h \) above is defined by

\[ h_{m,s_1, s_2, \ldots, s_n}(s_{n+1}, \ldots, s_m) = f_m(s_1, \ldots, s_m) \prod_{j=n+1}^{m} 1_{s_j \leq s_n}, \]

which proves that \( h_{m,s_1, s_2, \ldots, s_n} \) is symmetric in the variables \( s_{n+1}, \ldots, s_m \), and thus we can write

\[ \mathbb{E}[I_{m-n}(f_m(s_1, s_2, \ldots, s_n)) | \mathcal{F}_{s_n}] = (m-n)! \int_0^{s_n} \int_0^{s_{n+1}} \cdots \int_0^{s_m-1} f_m(s_1, \ldots, s_m) dW_{s_m} \cdots dW_{s_{n+1}}. \]

The following calculation now finishes the proof of the lemma:

\[
\begin{align*}
&\int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} \mathbb{E} \left[ D^{(n)}_{s_n, \ldots, s_2, s_1} X | \mathcal{F}_{s_n} \right] dW_{s_n} \cdots dW_{s_1} \\
&= \sum_{m=n}^{\infty} m! \int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} \mathbb{E}[I_{m-n}(f_m(s_1, s_2, \ldots, s_n)) | \mathcal{F}_{s_n}] dW_{s_n} \cdots dW_{s_1} \\
&= \sum_{m=n}^{\infty} \int_0^1 \int_0^{s_1} \cdots \int_0^{s_{n-1}} \left[ \int_0^{s_n} \int_0^{s_{n+1}} \cdots \int_0^{s_m-1} f_m(s_1, \ldots, s_m) dW_{s_m} \cdots dW_{s_{n+1}} \right] dW_{s_n} \cdots dW_{s_1} \\
&= \sum_{m=n}^{\infty} I_m(f_m).
\end{align*}
\]
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