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Abstract

In Politis and Romano (1992, 1993, 1995) a general subsampling methodology has been put forth for the construction of large-sample confidence regions for a general unknown parameter \( \theta \) associated with the probability distribution generating the stationary sequence \( X_1, ..., X_n \). The subsampling methodology hinges on approximating the large-sample distribution of a statistic \( T_n = T_n(X_1, ..., X_n) \) that is consistent for \( \theta \) at some known rate \( \tau_n \).

Although subsampling has been shown to yield confidence regions for \( \theta \) of asymptotically correct coverage under very weak assumptions, the applicability of the methodology as it has been presented so far is limited if the rate of convergence \( \tau_n \) happens to be unknown or intractable in a particular setting. In this report we show how it is possible to circumvent this limitation by (a) using the subsampling methodology to derive a consistent estimator of the rate \( \tau_n \), and (b) employing the estimated rate to construct asymptotically correct confidence regions for \( \theta \) based on subsampling.
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1 Introduction

Let $X_n = (X_1, \ldots, X_n)$ be an observed stretch of a (strictly) stationary, strong mixing sequence of random variables $\{X_t, t \in \mathbb{Z}\}$ taking values in an arbitrary sample space $S$; the probability measure generating the observations is denoted by $P$. The strong mixing condition essentially means that the sequence $\alpha_X(k) = \sup_{A,B} |P(A \cap B) - P(A)P(B)|$ tends to zero as $k$ tends to infinity, where $A$ and $B$ are events in the $\sigma$-algebras generated by $\{X_t, t < 0\}$ and $\{X_t, t \geq k\}$ respectively; the case where $X_1, \ldots, X_n$ are independent, identically distributed (i.i.d.) is an important special case of the general scenario.

In Politis and Romano (1992, 1993, 1995) a general subsampling methodology has been put forth for the construction of large-sample confidence regions for a general unknown parameter $\theta = \theta(P)$ under very minimal conditions; see also Bickel, Goetze and van Zwet (1994), Bertail (1994). The subsampling methodology hinges on approximating the sampling distribution (under $P$) of a statistic $T_n = T_n(X_n)$ that is consistent for $\theta$ at some known rate $\tau_n$. Under the assumption that there is a nondegenerate asymptotic distribution for the centered ‘dilated’ statistic $\tau_n(T_n - \theta)$, i.e., if there is a $K(x, P)$, continuous in $x$, such that

$$K_n(x, P) \equiv \Pr_P \{\tau_n(T_n - \theta) \leq x\} \xrightarrow{n \to \infty} K(x, P)$$ (1)

for any real number $x$, then the subsampling methodology was shown to ‘work’ provided that

$$b_n \xrightarrow{n \to \infty} \infty$$ (2)

and

$$\frac{b_n}{n} \xrightarrow{n \to \infty} 0.$$ (3)

As a matter of fact, the additional assumption $\frac{\tau_n}{\tau_n} \xrightarrow{n \to \infty} 0$ must be satisfied as well, but this is trivially satisfied in the case where $\tau_n = n^\alpha$ for some $\alpha > 0$, or even if $\tau_n = n^\alpha L(n)$ where $L$ is a normalized slowly varying function; see Section 2.2 for a definition of the notion of slowly varying function. In other words, subsampling yields confidence regions for $\theta$ of asymptotically correct coverage under the very weak assumption (1), provided care is taken so that (2) and (3) are satisfied as well.

In the case of i.i.d. data, subsampling may be seen as a delete-$d$ (with $d = n - b_n$) jackknife (cf. Shao and Wu (1989) and Wu (1990)), but also as resampling (bootstrap) without replacement with a resampling size $b_n$. 
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smaller than the original sample size $n$; since the difference between sampling with replacement, i.e., Efron's (1979) classical bootstrap with resample size $b_n$, and sampling without replacement, i.e., subsampling with subsample size $b_n$, is negligible if $b_n^2/n = o_P(1)$, the general validity of subsampling implies general validity of the bootstrap with appropriately small resample size (cf. Politis and Romano (1992, 1993)) even in situations where the usual bootstrap (with resample size $n$) fails. In the case of stationary data (time series or random fields), subsampling is closely related to the blocking methods introduced by Carlstein (1986), Künsch (1989), and Liu and Singh (1992); see also Sherman and Carlstein (1994).

Although existence of an asymptotic distribution is almost a sine qua non condition for the purposes of approximating the large-sample sampling distribution of the statistic $T_n$, and some form of weak dependence condition (e.g., mixing) is required for consistency of estimation as the sample size increases, it may be possible that the convergence rate $\tau$ (as a function of $n$) is unknown (or impossible to calculate), in which case it is difficult to see how subsampling could be used for construction of confidence regions; however, subsampling would readily give some information on the shape of $K(x, P)$ as a function of $x$ which can be a helpful diagnostic tool (cf. Sherman (1992)).

The aim of this article is to actually show that it is possible to drop the hypothesis concerning the explicit knowledge of the convergence rate in order to use subsampling for the construction of nonparametric confidence regions. In particular, we will first use the subsampling methodology to derive a consistent estimator of the rate $\tau$, and we will then use the estimated rate to get asymptotically correct confidence regions based on subsampling. The underlying idea is that it is possible to construct the subsampling distribution of $T_n$ itself (rather than that of $\tau_n T_n$); the speed by which it degenerates to a Dirac measure as $n \to \infty$ is closely related to $\tau_n$. Constructing several subsampling distributions for different choices of $b_n$ gives valuable information on the shape of $\tau_n$ as a function of $n$.

The following examples illustrate why it may be interesting to estimate the convergence rate before subsampling.

**Example 1: Nonnormal limit distribution.** Consider the functional $\theta(P) = (E_P X)^2$ and its empirical counterpart $T_n = (n^{-1} \sum_{i=1}^n X_i)^2$, where the $X_i$'s are i.i.d. with variance $\sigma^2$. If $E_P X \neq 0$ then we have $n^{1/2} (T_n - \theta(P)) \xrightarrow{d} N(0, 4\sigma^2)$ and the usual bootstrap works. If $E_P X = 0$
then we have \( n(T_n - \theta(P)) \xrightarrow[n \to \infty]{} \sigma^2 X_1^2 \) and the usual bootstrap fails; see, for example, Datta (1995) where a modified bootstrap is proposed to remedy the situation. Note that subsampling (or bootstrapping with smaller resampling size) would work in this case here as well provided the rate of convergence is known, i.e., provided it is known whether or not \( E_P X = 0 \).

**Example 2: The extreme of n i.i.d. observations.** Another interesting example is the case of the extreme order statistic. It is well known that the convergence rate of the extreme depends on the domain of attraction of the underlying distribution and that the usual bootstrap fails because of a certain lack of uniformity (Bickel and Freedman (1981)). Moreover since the underlying distribution is in general unknown, the convergence rate is unknown, and we can not construct the subsampling distribution unless we have some extra information on \( P \).

**Example 3: The sample mean of a time series with moderate dependence.** Let \( \bar{X}_n = n^{-1} \sum_{i=1}^n X_i \) be the sample mean, and \( \theta = EX_0 \) be the mean. Suppose that, although the sequence \( \{X_i\} \) is strong mixing, the mixing coefficients decrease to zero slowly enough so that \( \sum_{k=1}^\infty |\text{Cov}(X_1, X_k)| = \infty \); then the variance of \( \bar{X}_n \) is not of order \( n^{-1} \). Suppose that actually \( \sum_{k=1}^n \text{Cov}(X_1, X_k) \sim n^{2\beta} \), and therefore \( \text{Var}(\bar{X}_n) \sim \sigma^2 \times n^{2\beta - 1} \), for some \( 0 < \beta < 1/2 \), and \( \sigma^2 > 0 \). Assuming \( E|X_0|^{2+\delta} < \infty \), for some \( \delta > 0 \), it follows from Rosenblatt (1984) that \( n^{1/2}(\bar{X}_n - \theta) \) has an asymptotic normal \( N(0, \sigma^2) \) distribution. To use either the normal limit distribution or its subsampling approximation, the exponent \( \beta \) must be estimated from the data; see, e.g., Künsch (1989).

**Example 4: Nonparametric regression.** Suppose bivariate data \( (Y_i, X_i), i = 1, \ldots, n \), are available and we are interested in estimating the conditional expectation \( E(Y|X = x) \), for some \( x \), using some nonparametric regression technique. Many such smoothing methods are currently available, e.g., lowess, AVAS, and ACE, and are included as ready-to-use functions in statistical software such as S+; see, e.g., Becker, Chambers, and Wilks (1988). One can employ the classical bootstrap with resample size \( n \) to get a measure of accuracy of the estimated \( E(Y|X = x) \); as a matter of fact, it is hard to avoid using the bootstrap in this case (Efron (1994)). Nevertheless, for robustness purposes, one might want to use subsampling (or bootstrap with resample size \( b_n < n \)) instead; to do this, it is unavoidable that the
rate of convergence of the estimated $E(Y|X = x)$ to its true value should be calculated or estimated.

The structure of the remainder of the paper is as follows: Section 2 presents the basic idea of rate estimation using subsampling, and the proposed estimators are shown to be asymptotically consistent at an appropriate rate. Section 3 shows how the estimated rate can be employed in the construction of asymptotically correct confidence regions based on another round of subsampling. A small finite-sample experiment is conducted and its technical outcomes are presented in Section 4. Finally, Section 5 contains the technical proofs of our results.

2 Estimation of the rate

2.1 Some heuristic ideas

Until otherwise stated, let us make the simplifying assumption that $T_n$ and $\theta$ are real-valued, and that $K(x, P)$ is continuous in $x$ on the whole real line. Although the case of i.i.d. data is a special case of the strong mixing case, the construction of the subsampling distribution can take advantage of the i.i.d. structure, when such a structure exists; of course, if one is unsure regarding the independence assumption, it is safer (and more robust) to operate under the general strong mixing assumption.

- **General case (strong mixing data).** Define $Y_i$ to be the subsequence $(X_i, X_{i+1}, \ldots, X_{i+b_n-1})$, for $i = 1, \ldots, q$, and $q = n - b_n + 1$; note that $Y_i$ consists of $b_n$ consecutive observations from the $X_1, \ldots, X_n$ sequence, and the order of the observations is preserved.

- **Special case (i.i.d. data).** Let $Y_1, \ldots, Y_q$ be equal to the $q = \binom{n}{b_n}$ subsets of size $b_n$ chosen from $\{X_1, \ldots, X_n\}$, and then ordered in any fashion; here the subsets $Y_i$ consist of unordered observations.

In either case, let $T_{b_n,i}$ be the value of the statistic $T_b$ applied to the subsample $Y_i$. The subsampling distribution of the root $\tau_n(T_n - \theta)$, based on a subsample size $b_n$, is defined by

$$K_{b_n}(x | X_n, \tau) \equiv q^{-1} \sum_{i=1}^{q} 1\{\tau_{b_n}(T_{b_n,i} - T_n) \leq x\}.$$  

(4)
In both the strong mixing and i.i.d. cases, Politis and Romano (1992, 1995) showed that if (1), (2), (3) hold, then

$$\sup_{x} |K_{b_n}(x \mid X_n, \tau_n) - K(x, P)| = o_P(1) \tag{5}$$

as \( n \) tends to infinity.

Denote by \( K_{b_n}(x \mid X_n) \equiv K_{b_n}(x \mid X_n, 1) \) the subsampling distribution of the root \( (T_n - \theta) \). Let \( \hat{V}_{b_n} \) be the variance of a random variable with distribution \( K_{b_n}(x \mid X_n) \); in other words, \( \hat{V}_{b_n} \) is the subsampling estimator of the variance of \( T_n \). Under strong enough moment and mixing conditions (cf. Carlstein (1986), Künsch (1989), Liu and Singh (1992), Politis and Romano (1992, 1995)), the subsampling variance estimator is consistent, i.e., (i) there is a positive constant \( V \) such that \( \tau_n^2 \text{Var}(T_n) \to V \), and (ii) \( \tau_n^2 \hat{V}_{b_n} \to V \) in probability, as \( n \) tends to infinity.

From (ii) above it follows that

$$\log \hat{V}_{b_n} = \log V - 2 \log \tau_n + o_P(1). \tag{6}$$

Thus, if we construct several (at least two) subsampling distributions for different sizes \( b_n \), we may be able to estimate the convergence rate. So let \( b_{1,n} \neq b_{2,n} \); then we have

$$\frac{1}{2} \log \hat{V}_{b_{2,n}} = \frac{1}{2} \log \hat{V}_{b_{1,n}} = \log \left( \frac{\tau_{b_{1,n}}}{\tau_{b_{2,n}}} \right) + o_P(1).$$

Therefore, having constructed two subsampling distributions, it is possible to estimate the shape of function \( \tau \) up to some slowly varying function in Karamata's sense (see for instance Bingham, Goldie and Teugels (1987)). To see this, assume that \( \tau_n \) is of the form \( \tau_n = n^\alpha \) where \( \alpha \) is an unknown positive constant; then we have

$$\frac{1}{2} \log \left( \frac{\tau_{b_{1,n}}}{\tau_{b_{2,n}}} \right)^{-1} \left( \log \hat{V}_{b_{2,n}} - \log \hat{V}_{b_{1,n}} \right) = \alpha + o_P(\log \left( \frac{\tau_{b_{1,n}}}{\tau_{b_{2,n}}} \right)^{-1}). \tag{7}$$

In other words, if we ensure that \( \log \left( \frac{\tau_{b_{1,n}}}{\tau_{b_{2,n}}} \right) \to \infty \), which can be done by letting \( b_{i,n} = n^{\beta_i} \), where \( 1 > \beta_1 > \beta_2 > 0 \) are some constants, equation (7) suggests using \( \frac{1}{2} \log \left( \frac{\tau_{b_{1,n}}}{\tau_{b_{2,n}}} \right)^{-1} \left( \log \hat{V}_{b_{2,n}} - \log \hat{V}_{b_{1,n}} \right) \) as a consistent estimator of \( \alpha \).

In general, we could construct \( I \) subsampling distributions based on subsample sizes \( b_{i,n}, i = 1, \ldots, I \), and we would then have the corresponding
variance estimators $\hat{V}_{b_{i,n}}, i = 1,\ldots,I$. Still under the assumption that $\tau_n = n^\alpha$, equation (6) yields the system of equations

$$y_i = \frac{-\log V}{2} + \alpha x_i + u_i$$

for $i = 1,\ldots,I$, where $y_i = -\log \hat{V}_{b_{i,n}}/2$, $x_i = \log b_{i,n}$, and $u_i = o_P(1)$. Note that (8) can be interpreted as a straight line regression of the $y_i$'s on the $x_i$'s, where the slope of the fitted straight line is given by Ordinary Least Squares to be

$$\alpha_f \equiv \frac{\sum_{i=1}^{I} (y_i - \bar{y})(\log(b_{i,n}) - \overline{\log})}{\sum_{i=1}^{I}(\log(b_{i,n}) - \overline{\log})^2}$$

where $\bar{y} = I^{-1}\sum_{i=1}^{I} y_i$, and $\overline{\log} = I^{-1}\sum_{i=1}^{I} \log(b_{i,n})$. It is easy to see that $\alpha_2$ is just the estimator suggested by (7).

The following theorem asymptotically validates the use of the estimator $\alpha_f$ as an estimator of $\alpha$.

**Theorem 1** Let $b_{i,n} = n^{\beta_i}, 1 > \beta_1 > \cdots > \beta_I > 0$, and assume that for some $\tau_n = n^\alpha$

(i) there is a positive constant $V$ such that $\tau_n^2 \text{Var}(T_n) \rightarrow V$, and

(ii) $\tau_n^2 \hat{V}_{b_{i,n}} \rightarrow V$, in probability, for $i = 1,\ldots,I$.

Then, $\alpha_f = \alpha + o_P((\log n)^{-1})$.

**Remark 1a** Note that, although (5) is valid in great generality (cf. Politis and Romano (1992, 1993, 1995)), conditions (i) and (ii) of Theorem 1 may easily fail to be satisfied. Since the spirit of the present paper is to obtain valid results under the weakest assumptions possible, having to assume conditions (i) and (ii) is somewhat unsatisfactory; for example, it might be the case that $T_n$ does not even possess a finite 2nd moment. A way out is proposed in the following section, where it is seen that a consistent estimator of $\alpha$ can be constructed without assuming conditions (i) and (ii) by looking at quantiles.

**Remark 1b** Note that in the regression equation (8), the 'errors' $u_i$ are neither of mean zero, nor are they uncorrelated. The reason Ordinary Least Squares (OLS) works asymptotically is that the $u_i$'s become asymptotically negligible as $n$ increases. In special cases, e.g., the sample mean of a strong mixing sequence, the asymptotic order of the bias of $\hat{V}_{b_{i,n}}$ as an estimator of $\log V$, as well as the asymptotic covariance between $\log \hat{V}_{b_{i,n}}$ and $\log \hat{V}_{b_{j,n}}$
can be calculated, and thus could be taken into account in order to conduct a Generalized Least Squares (GLS) regression; nevertheless, the OLS will be asymptotically equally as efficient as the GLS, so the extra complications can be avoided.

**Remark 1c** Choosing the $\beta_i$'s properly is another important consideration. Note that to reduce the magnitude of the error in estimating $\alpha$ by $\alpha_T$, the $\beta_i$'s should be taken to be spread out over the interval $(0,1)$, far apart from one another; see equation (7). In the i.i.d. case, this choice of spread-out $\beta_i$'s should cause no problem; however, in the strong mixing case, we generally have a bias-variance trade-off: if $b_{i,n}$ is small, $\log \hat{V}_{b_{i,n}}$ is quite biased but is not very variable, whereas if $b_{i,n}$ is large, $\log \hat{V}_{b_{i,n}}$ has small bias but is quite variable. In the particular case of the sample mean of a strong mixing sequence, to minimize the Mean Squared Error of $\log \hat{V}_{b_{i,n}}$ as an estimator of $\log V$ we would need to take $b_{i,n}$ proportional to $n^{1/3}$; see, for example, Künsch (1989) or Politis and Romano (1994). Thus, in order to render the 'errors' $u_t$ asymptotically negligible as fast as possible, the $\beta_i$'s should only be taken to span the interval $(1/3 - \delta, 1/3 + \delta)$, for some appropriate $\delta$. Alas, it is not possible to prescribe an optimal choice of the $\beta_i$'s in the general set-up considered in this paper; the difficult problem of choosing the $\beta_i$'s requires more work on a case-by-case basis.

### 2.2 Rate estimation: scalar parameter case

Given a distribution $G$ on the real line and a number $t \in (0,1)$, we will let $G^{-1}(t)$ denote the quantile transformation, i.e., $G^{-1}(t) = \inf \{x : G(x) \geq t\}$, which reduces to the regular inverse of the function $G$ if $G$ happens to be invertible. Note that we have

$$K_{\theta_n}(x \mid X_n) = K_{\theta_n}(x \mid X_n, \tau)$$

and thus it is easy to see that

$$K_{\theta_n}^{-1}(t \mid X_n, \tau) = \tau_n \cdot K_{\theta_n}^{-1}(t \mid X_n).$$

The following lemma (see for instance de Haan (1970)) will be useful to us later on.

**Lemma 1** Let $k_0 = \sup \{x : K(x, P) = 0\}$ and $k_1 = \inf \{x : K(x, P) = 1\}$, and assume that $K(x, P)$ is continuous and strictly increasing on $(k_0, k_1)$ as a function of $x$. If (5) is true as $n$ tends to infinity, then

$$K_{\theta_n}^{-1}(t \mid X_n, \tau) = K^{-1}(t, P) + o_P(1)$$
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for any $t \in (0, 1)$.

As a consequence of Lemma 1 and equation (11) we have that

$$
\tau_{b_n}K_{b_n}^{-1}(t \mid X_n) = K^{-1}(t, P) + o_P(1)
$$

or equivalently

$$
K_{b_n}^{-1}(t \mid X_n) = \tau_{b_n}^{-1} K^{-1}(t, P) + o_P(\tau_{b_n}^{-1}). \tag{12}
$$

It is observed that $K_{b_n}^{-1}(t \mid X_n)$ is approximately proportional to $\tau_{b_n}^{-1}$; thus, as before, if we construct several (at least two) subsampling distributions for different sizes $b_n$, we may be able to estimate the convergence rate.

More precisely, for any point $t > K(0, P)$ we have

$$
\log \left( K_{b_n}^{-1}(t \mid X_n) \right) = \log \left( K^{-1}(t, P) \right) - \log(\tau_{b_n}) + o_P(1). \tag{13}
$$

It follows that if we choose $b_{1,n} \neq b_{2,n}$, then we have

$$
\log \left( K_{b_{2,n}}^{-1}(t \mid X_n) \right) \sim \log \left( K_{b_{1,n}}^{-1}(t \mid X_n) \right) = \log(\frac{\tau_{b_{1,n}}}{\tau_{b_{2,n}}}) + o_P(1);
$$

as before, it follows that with two subsampling distributions, it is possible to estimate the shape of function $\tau$, up to some slowly varying function. If $\tau_n$ is of the form $\tau_n = n^\alpha$ where $\alpha$ is an unknown constant, then

$$
\log(\frac{b_{1,n}}{b_{2,n}})^{-1} \left( \log \left( K_{b_{2,n}}^{-1}(t \mid X_n) \right) - \log \left( K_{b_{1,n}}^{-1}(t \mid X_n) \right) \right) = \alpha + o_P(\log(\frac{b_{1,n}}{b_{2,n}})^{-1}). \tag{14}
$$

It is easy to see that the mean over several points $t_j, j = 1, \ldots, B$ of the left hand side of (14) is a consistent estimator of $\alpha$, provided that we choose $b_{1,n}$ and $b_{2,n}$ such that $\log(\frac{b_{1,n}}{b_{2,n}}) \rightarrow \infty$; for instance take $b_{1,n} = n^\beta_1$, where $1 > \beta_1 > \beta_2 > 0$ are some constants. More generally, we can construct $I$ subsampling distributions based on subsample sizes $b_{i,n}, i = 1, \ldots, I$; then equation (13) evaluated at some points $t_j > K(0, P), j = 1, \ldots, J$, yields

$$
y_{i,j} \equiv \log \left( K_{b_{i,n}}^{-1}(t_j \mid X_n) \right) = a_j - \alpha \log(b_{i,n}) + u_{i,j} \tag{15}
$$

where $a_j \equiv \log \left( K^{-1}(t_j, P) \right)$ and $u_{i,j} = o_P(1), i = 1, \ldots, I$ and $j = 1, \ldots, J$. The above equation may be interpreted as an ANOVA (analysis of variance) set-up, in which case the following estimator of $\alpha$ suggests itself, namely

$$
\alpha_{I, J} \equiv -\frac{\sum_{i=1}^I (y_{i, \cdot} - \bar{y})(\log(b_{i,n}) - \overline{\log})}{\sum_{i=1}^I (\log(b_{i,n}) - \overline{\log})^2} \tag{16}
$$
where \( y_i = J^{-1} \sum_{j=1}^{J} y_{i,j} = J^{-1} \sum_{j=1}^{J} \log \left( K_{b_{i,n}}^{-1}(t_j \mid X_n) \right) \), \( y = (1J)^{-1} \sum_{i=1}^{I} \sum_{j=1}^{J} y_{i,j} \) and \( \bar{y} = I^{-1} \sum_{i=1}^{I} \log(b_{i,n}) \). Notice that for \( I = 2 \) and \( J = 1 \), then

\[
\alpha_{2,1} = \log(\bar{b}_{1n})^{-1} \left( \log \left( K_{b_{2n}}^{-1}(t \mid X_n) \right) - \log \left( K_{b_{1n}}^{-1}(t \mid X_n) \right) \right)
\]

is the estimator suggested by (14).

The following theorem asymptotically validates the use of the estimator \( \alpha_{I,J} \) as an estimator of \( \alpha \).

**Theorem 2** Assume that (1) holds for some \( \tau_n = n^\alpha \), and some \( K(x, P) \) continuous and strictly increasing on \((k_0, k_1)\) as a function of \( x \), where \( k_0 = \sup\{ x : K(x, P) = 0 \} \) and \( k_1 = \inf\{ x : K(x, P) = 1 \} \). Let \( b_{i,n} = n^{\beta_i} \), \( 1 > \beta_1 > \cdots > \beta_J > 0 \), and consider some points \( t_j > K(0, P), j = 1, \ldots, J \). Then \( \alpha_{I,J} = \alpha + o_P((\log n)^{-1}) \).

**Remark 2a** In the i.i.d. case, it may be the case that the classical bootstrap with resample size equal to \( b_n \) provides an asymptotically consistent estimator of the distribution \( K \) under conditions (2) and (3); this can be checked (cf. Bickel et al. (1994)), or enforced by letting \( 0.5 > \beta_1 > \cdots > \beta_J > 0 \) in Theorem 2 (cf. Politis and Romano (1992, 1993)). In such a case, this bootstrap distribution estimator could equally be used in place of the sub-sampling distribution estimator \( K_{b_n} \) for the purposes of rate estimation; however, there does not seem to be an advantage in doing this.

**Remark 2b** Under stronger conditions, the rate of convergence of \( \alpha_{I,J} \) to \( \alpha \) may be faster than \( (\log n)^{-1} \). For example, it may be assumed not only that (1) holds, but that the convergence to the limit law \( K(x, P) \) occurs at some rate, e.g., \( K_n(x, P) = K(x, P) + O_P(n^{-1/2}) \), or some other asymptotic expansion; see, for example, Bertail (1994), or Barbe and Bertail (1995).

**Remark 2c** If \( \tau_n \) is a more complicated function, equation (13) suggests to estimate the shape of \( h(\tau_n) = \log(\tau_n) \), under the constraint that \( h(\cdot) \) is an increasing function equal to \( +\infty \) at \( +\infty \), using some nonparametric technique. In many interesting situations, \( \tau_n \) is a regular varying function of index \( \alpha \), say \( \tau_n = n^\alpha L(n) \) where \( L \) is a normalized slowly varying function that is such that \( L(1) = 0 \) and for any \( \lambda > 0 \), \( \lim_{x \to -\infty} \frac{L(x)}{L(x\lambda)} = 1 \) (see Bingham, Goldie, and Teugels (1987)). By the Karamata representation theorem, there exists \( \epsilon(\cdot), \epsilon(u) \xrightarrow{u \to \infty} 0 \) such that \( L(n) = \exp \int_1^n u^{-1}\epsilon(u)du \),
and \((13)\) may be written

\[
\log \left( K^{-1}_{b_n}(t \mid X_n) \right) = \log \left( K^{-1}(t, P) \right) - \alpha \log(b_n) + \int_{1}^{t} u^{-1} \epsilon(u) du + o(1)
\]

which may be seen for a fixed \(t\), as a partial spline regression model (see Engle et al. (1986)). However, in that case we necessarily need more than two subsampling distributions to estimate the slowly varying function part, here \(h(b_n) = \int_{1}^{t} u^{-1} \epsilon(u) du\). Since we only want to obtain a convergent estimator of the convergence rate, we only need a convergent estimator of \(h(.)\) and an estimator \(\hat{\alpha}\) such that \(\hat{\alpha} = \alpha + o_p((\log n)^{-1})\). This may be achieved, for instance, by constructing \(I = \log(n)\) subsampling distributions with \(b_{i,n} = n^{\beta_i}, i = 1, ..., I_n\), where \(\beta_1 < \ldots < \beta_I\). However, it is likely that a huge sample size is needed to obtain an accurate estimator of the slowly varying function; therefore, we focus on the more feasible task of estimating \(\alpha\) under the assumption of \(\tau_n = n^\alpha\) from now on.

Note that \(K_{b_n}(0 \mid X_n, \tau_j) = K_{b_n}(0 \mid X_n) = K(0, P) + o_P(1)\), i.e., \(K(0, P)\) may be estimated without knowing the rate \(\tau_n\); thus, choosing the \(t_j\) in order to apply Theorem 2 will not be a problem in practice. Nevertheless, the requirement \(t_j > K(0, P)\) seems a bit cumbersome. We now show that, by looking at differences of quantiles, this requirement could be circumvented.

So let \(t_{2j}\), for \(j = 1, ..., J\), be some points in \((0.5, 1)\), and let \(t_{2j-1}\), for \(j = 1, ..., J\), be some points in \((0, 0.5)\); as before, let \(b_{i,n}\) be some different subsample sizes, for \(i = 1, ..., I\). From equation \((12)\) it follows that

\[
y_{i,j} \equiv \log \left( K^{-1}_{b_{i,n}}(t_{2j} \mid X_n) - K^{-1}_{b_{i,n}}(t_{2j-1} \mid X_n) \right) = a_j - \alpha \log(b_{i,n}) + u_{i,j} \tag{17}
\]

where \(a_j \equiv \log(K^{-1}(t_{2j}, P) - K^{-1}(t_{2j-1}, P))\) and \(u_{i,j} = o_P(1), i = 1, ..., I\) and \(j = 1, ..., J\). Here as well we can use the estimator \(\alpha_{I,J}\) as defined in \((16)\), where now

\[
y_{i,.} = J^{-1} \sum_{j=1}^{J} y_{i,j} = J^{-1} \sum_{j=1}^{J} \log \left( K^{-1}_{b_{i,n}}(t_{2j} \mid X_n) - K^{-1}_{b_{i,n}}(t_{2j-1} \mid X_n) \right),
\]

\[
\bar{y} = (IJ)^{-1} \sum_{i=1}^{I} \sum_{j=1}^{J} y_{i,j} \quad \text{and} \quad \log = I^{-1} \sum_{i=1}^{I} \log(b_{i,n}).
\]

The following theorem asymptotically validates the use of the new estimator \(\alpha_{I,J}\) as an estimator of \(\alpha\).

**Theorem 3** Assume that \((1)\) holds for some \(\tau_n = n^\alpha\), and some \(K(x, P)\) continuous and strictly increasing on \((k_0, k_1)\) as a function of \(x\), where \(k_0 =
sup\{x : K(x, P) = 0\} and \(k_1 = \inf\{x : K(x, P) = 1\}\). Let \(b_{i,n} = n^{\beta_i}\), \(1 > \beta_1 > \cdots > \beta_I > 0\), and consider some points \(t_{2j} \in (0.5, 1)\), and \(t_{2j-1} \in (0, 0.5)\), for \(j = 1, \ldots, J\). Then \(\alpha_{I,J} = \alpha + o_P((\log n)^{-1})\).

For example, suppose that \(J = 1\) and that \(t_1 = 0.25\) and \(t_2 = 0.75\); then \(y_{i,j}\) as given in (17) is the inter-quartile range of the subsampling distribution \(K_{b_{i,n}}(X_n, \bar{X}_n)\), and \(a_j\) as given in (17) is the inter-quartile range of the limit distribution \(K(x, P)\). Obviously, the inter-quartile range is a more robust estimate of scale as compared to the variance which was used in Theorem 1; so it is not surprising that Theorem 3 is true in greater generality. Nevertheless, it is recommended to take \(J > 1\), i.e., to look at many differences of quantiles, in order that \(\alpha_{I,J}\) becomes more accurate.

In the following section, a different way to side-step the cumbersome requirement \(t_j > \bar{K}(0, P)\) of Theorem 2 is proposed in the more general setting of a vector valued parameter \(\theta\).

### 2.3 Rate estimation: vector parameter case

Now assume that \(\theta\) takes values in a normed linear space \(\Theta\) with norm \(||\cdot||\), and that \(T_n = T_n(X_n)\) is an estimator consistent for \(\theta\) at rate \(\tau_n = n^{-\alpha}\), where \(\alpha\) may be unknown. A confidence region for \(\theta\) can be constructed if an approximation to the sampling distribution of \(\tau_n ||T_n - \theta||\) is available; for example, \(\Theta\) might be a function space, and \(||\cdot||\) might be the sup-norm in which case the confidence region has the form of a uniform confidence band for the unknown function \(\theta\) (cf. Politis, Romano, and You (1993)).

Consequently, let us denote

\[
\tilde{K}_n(x, P) \equiv \Pr_P(\tau_n ||T_n - \theta|| \leq x)
\]

and we will assume as before that

\[
\tilde{K}_n(x, P) \xrightarrow{n \to \infty} \tilde{K}(x, P)
\]

holds for some \(\tilde{K}(x, P)\) continuous in \(x\).

The subsample values \(T_{b_{i,n}, i}\) are defined in a fashion identical to the construction leading to equation (4), and the subsampling distribution of the root \(\tau_n ||T_n - \theta||\) is given by

\[
\tilde{K}_{b_{i,n}}(X_n, \bar{X}_n) \equiv q^{-1} \sum_{i=1}^q 1\{\tau_{b_{i,n}} ||T_{b_{i,n}, i} - T_n|| \leq x\};
\]
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Politis, Romano, and You (1993) showed that if (19), (2), (3) hold, then
\[
\sup_x |\tilde{K}_{b_n}(x \mid X_n) - \tilde{K}(x, P)| = o_P(1)
\] as \( n \) tends to infinity. The following analog of Lemma 1 will be useful here.

**Lemma 2** Let \( \tilde{k}_0 = \sup\{x : \tilde{K}(x, P) = 0\} \) and \( \tilde{k}_1 = \inf\{x : \tilde{K}(x, P) = 1\} \), and assume that \( \tilde{K}(x, P) \) is continuous and strictly increasing on \( (\tilde{k}_0, \tilde{k}_1) \) as a function of \( x \). If (21) is true as \( n \) tends to infinity, then
\[
\tilde{K}_{b_n}^{-1}(t \mid X_n, \tau) = \tilde{K}^{-1}(t, P) + o_P(1)
\]
for any \( t \in (0, 1) \).

So as before, denote by \( \tilde{K}_{b_n}(x \mid X_n) \equiv \tilde{K}_{b_n}(x \mid X_n, 1) \), but let
\[
y_{i,j} \equiv \log \left( \tilde{K}_{b_n}^{-1}(t_j \mid X_n) \right) = a_j - \alpha \log(b_{i,n}) + u_{i,j}
\] (22)
where \( a_j \equiv \log \left( \tilde{K}^{-1}(t_j, P) \right) \) and \( u_{i,j} = o_P(1), i = 1, \ldots, I \) and \( j = 1, \ldots, J \). Now we can use \( \alpha_{i,j} \) exactly as given in definition (16) — but now using the \( y_{i,j} \)'s as given above in (22) — to get a consistent estimator of \( \alpha \).

**Theorem 4** Assume that (19) holds for some \( \tau_n = n^\alpha \), and some \( \tilde{K}(x, P) \) continuous and strictly increasing on \( (\tilde{k}_0, \tilde{k}_1) \) as a function of \( x \), where \( \tilde{k}_0 = \sup\{x : \tilde{K}(x, P) = 0\} \) and \( \tilde{k}_1 = \inf\{x : \tilde{K}(x, P) = 1\} \). Let \( b_{i,n} = n^{\beta_i}, \) \( 1 > \beta_1 > \cdots > \beta_J > 0 \), and consider some points \( t_j > 0, j = 1, \ldots, J \). Then \( \alpha_{i,j} = \alpha + o_P((\log n)^{-1}) \).

Although Theorem 4 is quite similar to Theorem 2, note that the cumbersome condition \( t_j > K(0, P) \) has been replaced by the more natural condition \( t_j > 0 \); the reason is that \( \tilde{K}(0, P) \equiv 0 \) because of the continuity of \( \tilde{K}(x, P) \). Theorem 4 might of course be used even for real-valued parameters; see also Theorem 6 in what follows.

### 3 Subsampling with estimated rate of convergence

Having shown that it is possible to consistently estimate the rate of convergence \( \tau \) in general situations, we will now focus on our original goal, namely the construction of confidence regions for the unknown parameter \( \theta \).
The obvious strategy in order to use subsampling in the case of unknown rate of convergence $\tau$, is to estimate $\tau$, and used the estimated $\tau$ in constructing the subsampling distribution. As Theorems 5 and 6 below demonstrate, this plug-in strategy gives valid results, i.e., subsampling with an estimated rate of convergence yields confidence regions for $\theta$ of asymptotically correct coverage.

The following theorem establishes the asymptotic validity of subsampling with an estimated rate of convergence in the case of real-valued $T_n$ and $\theta$.

**Theorem 5** Assume that (1) holds for some $\tau_n = n^\alpha$, and some $K(x, P)$ continuous and strictly increasing on $(k_0, k_1)$ as a function of $x$, where $k_0 = \sup\{x : K(x, P) = 0\}$ and $k_1 = \inf\{x : K(x, P) = 1\}$; also assume (2) and (3). Let $\hat{\alpha} = \alpha + o_P((\log n)^{-1})$, and put $\hat{r}_n = n^{\hat{\alpha}}$. Then

$$
\sup_x |K_{\hat{r}_n}(x \mid X_n, \hat{r}) - K(x, P)| = o_P(1). \tag{23}
$$

Let $t \in (0, 1)$, and let $c_n(t) = K_{\hat{r}_n}^{-1}(t \mid X_n, \hat{r})$ be the $t$th quantile of the subsampling distribution $K_{\hat{r}_n}(x \mid X_n, \hat{r})$. Then

$$
\Pr_P\{\hat{r}_n(T_n - \theta) \leq c_n(t)\} \xrightarrow{n \to \infty} t. \tag{24}
$$

Thus the asymptotic coverage probability of the interval $[T_n - (\hat{r}_n)^{-1}c_n(t), \infty)$ is the nominal level $t$.

Note that the estimator $\hat{\alpha}$ in Theorem 5 can be obtained by any method (and from the same dataset $X_n$), as long as $\hat{\alpha} = \alpha + o_P((\log n)^{-1})$; for example, any of the rate estimation methods discussed so far can be used.

If a particular model can be assumed, then it might be more effective to use a model-specific estimator of the convergence rate. The model-specific rate estimators should be more accurate (if the model assumed is indeed true), and thus the subsampling distribution with estimated rate will be more accurate as a result; however, it is reassuring to know that there are many model-free estimators (given by our Theorems 2, 3, and 4) that are accurate enough to be used in conjunction with confidence intervals based on subsampling. For instance in our Example 3, we only need to estimate $\beta$ which is linked to the strong mixing coefficients of the model; see, for example, Beran (1994) regarding estimation of the 'long-memory' parameter $\beta$. 
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The next theorem establishes the asymptotic validity of subsampling with an estimated rate of convergence in the general case where $\theta$ (and therefore $T_n$ as well) takes values in a normed linear space $\Theta$ with norm $\| \cdot \|$. In the case $\Theta$ is the real line, Theorem 6 allows for the construction of symmetric confidence intervals for $\theta$.

**Theorem 6** Assume that (19) holds for some $\tau_n = n^\alpha$, and some $\tilde{K}(x, P)$ continuous and strictly increasing on $(\tilde{k}_0, \tilde{k}_1)$ as a function of $x$, where $\tilde{k}_0 = \sup \{ x : \tilde{K}(x, P) = 0 \}$ and $\tilde{k}_1 = \inf \{ x : \tilde{K}(x, P) = 1 \}$. Let $\hat{\alpha} = \alpha + o_P((\log n)^{-1})$, and put $\hat{\tau}_n = n^{\hat{\alpha}}$. Then

$$\sup_x | \tilde{K}_{\hat{\tau}_n}(x | X_n, \hat{\tau}) - \tilde{K}(x, P) | = o_P(1).$$

Let $t \in (0, 1)$, and let $c_n(t) = \tilde{K}^{-1}_{\hat{\tau}_n}(t | X_n, \hat{\tau})$ be the $t^{th}$ quantile of the subsampling distribution $\tilde{K}_{\hat{\tau}_n}(x | X_n, \hat{\tau})$. Then

$$\Pr_P \{ \hat{\tau}_n \| T_n - \theta \| \leq c_n(t) \} \rightarrow t.$$  

Thus the asymptotic coverage probability of the confidence region $\{ \theta : \hat{\tau}_n \| T_n - \theta \| \leq c_n(t) \}$ is the nominal level $t$.

Theorems 5 and 6 show that the construction of large-sample confidence regions based on subsampling can be performed in a fairly automatic and totally model-free fashion, in the sense that we do not have to adapt the resampling methodology to the model as it is usually the case for the bootstrap. Nonetheless, the subsampling methodology may yield poor approximations of the true distribution for finite sample sizes. Some ways of improving the accuracy of the subsampling distributions (for instance through linear combinations of subsampling distribution) are proposed in Bertail (1994) and Bickel et al. (1994). In the following section the subsampling methodology with estimated rate is put to the test by considering some finite-sample simulation results.

### 4 Some simulation results

In the previous subsections it was demonstrated that subsampling with an estimated convergence rate gives asymptotically valid results. However, due to the potentially very slow rate of convergence of $\hat{\alpha}$ to $\alpha$, it may well be the case that a very large sample size $n$ is required for the methodology.
to be applicable in practice. To see how subsampling with an estimated convergence rate performs in finite samples, a small simulation experiment was performed. We give some empirical evidence on the performance of the estimators of the convergence rate and provide some indications on the choice of the estimator.

We mainly consider the example of the square of the mean of i.i.d. data, i.e., \( T_n = (n^{-1} \sum_{i=1}^{n} X_i)^2 \), where the \( X_i \)'s are i.i.d. with mean \( E_X \), and variance \( \sigma^2 \). Note that this should be regarded as a toy-example since there are other (and better) methods for dealing with this particular problem; see the discussion regarding Example 1 of the Introduction. Nonetheless, this example will serve us well for the purposes of evaluating the finite-sample performance and the reliability of the proposed ideas. In what follows the \( X_i \)'s are i.i.d. generated according to a \( N(E_X, 1) \) law; other distributions, e.g., exponential and chi-square with different degrees of freedom were also considered but the results were qualitatively the same. Each subsampling distribution is approximated by a stochastic approximation Monte-Carlo procedure, with a \( B = 3000 \). In other words, since the number \( q = \binom{n}{b_n} \) of subsets of size \( b_n \) can be huge, a random selection of \( B \) of those subsets is sufficient for the construction of subsampling distributions; see Politis and Romano (1992, 1995) for more details. All calculations were performed on a Sun-workstation with the software Gauss.

We first begin with the less expensive – in terms of computer time – method based on only two subsampling distributions.

The following Table 1 presents various estimations of \( \alpha \), under the assumption that \( \tau_n = n^a \). The estimators \( \alpha_{2,1}(t_i) \) based on quantiles (referred to as the ‘quantile method’ in the tables) were constructed using Theorem 2, for a single fixed point \( t_i \) (see equation (14)); here \( t_1, t_2, t_3 \) were chosen to be 99%, 95% and 90% respectively. The estimators \( \alpha_{2,15}(75\%, 95\%) \), \( \alpha_{2,30}(75\%, 95\%) \) and \( \alpha_{2,600}(75\%, 95\%) \) (also based on Theorem 2) were constructed using 15, 30 and 600 points respectively which were chosen to be between 75% and 95%. The estimators \( \alpha_{2,1}(t_1 - t_2) \), based on difference of quantiles (referred to as the ‘range method’), were built using Theorem 3 (see equation (17) with \( I = 2 \) and \( J = 1 \)). The estimators \( \alpha_{I,J}(1\%, 25\%) - [99\%, 75\%) \), with \( I = 2 \) and \( J = 10 \) or 600 were also based on the ‘range method’ of Theorem 3. Here \( J \) points are taken in the interval [99%, 75%], and \( I \) in the interval [1%, 25%]; their differences defined the ranges to be considered.

The sample sizes used were \( n = 100, 1000 \) and 5000. In Table 1, the two subsampling distributions have been built respectively with \( b_{1,n} = 0.9 + n \) and
$b_{2,n} = 0.4 \ast n$. We give the mean and the standard error over 100 repetitions of the procedure. Note that, as mentioned in the Introduction, $\alpha = 1/2$, if $E_pX \neq 0$, whereas $\alpha = 1$, if $E_pX = 0$. The simulations show that the estimators perform relatively differently according to the value of $\alpha$. 
### $E_p X = 2$

<table>
<thead>
<tr>
<th>$\alpha_{l,j}$</th>
<th>$n = 100$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
<th>$n = 100$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
<th>$n = 100$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantile method</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
</tr>
<tr>
<td>$\alpha_{2,1}(99%)$</td>
<td>0.531</td>
<td>0.071</td>
<td>0.508</td>
<td>0.063</td>
<td>0.500</td>
<td>0.030</td>
<td>0.500</td>
<td>0.030</td>
<td>0.500</td>
</tr>
<tr>
<td>$\alpha_{2,1}(95%)$</td>
<td>0.530</td>
<td>0.072</td>
<td>0.498</td>
<td>0.056</td>
<td>0.503</td>
<td>0.025</td>
<td>0.503</td>
<td>0.025</td>
<td>0.503</td>
</tr>
<tr>
<td>$\alpha_{2,1}(90%)$</td>
<td>0.536</td>
<td>0.077</td>
<td>0.496</td>
<td>0.072</td>
<td>0.504</td>
<td>0.025</td>
<td>0.504</td>
<td>0.025</td>
<td>0.504</td>
</tr>
<tr>
<td>$\alpha_{2,15}(75%, 95%)$</td>
<td>0.535</td>
<td>0.069</td>
<td>0.496</td>
<td>0.066</td>
<td>0.504</td>
<td>0.040</td>
<td>0.504</td>
<td>0.040</td>
<td>0.504</td>
</tr>
<tr>
<td>$\alpha_{2,30}(75%, 95%)$</td>
<td>0.522</td>
<td>0.067</td>
<td>0.504</td>
<td>0.051</td>
<td>0.505</td>
<td>0.025</td>
<td>0.505</td>
<td>0.025</td>
<td>0.505</td>
</tr>
<tr>
<td>$\alpha_{2,600}(75%, 95%)$</td>
<td>0.514</td>
<td>0.043</td>
<td>0.502</td>
<td>0.031</td>
<td>0.500</td>
<td>0.024</td>
<td>0.500</td>
<td>0.024</td>
<td>0.500</td>
</tr>
<tr>
<td>Range method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_{2,1}(1% - 99%)$</td>
<td>0.506</td>
<td>0.048</td>
<td>0.497</td>
<td>0.037</td>
<td>0.497</td>
<td>0.024</td>
<td>0.497</td>
<td>0.024</td>
<td>0.497</td>
</tr>
<tr>
<td>$\alpha_{2,1}(5% - 95%)$</td>
<td>0.513</td>
<td>0.046</td>
<td>0.495</td>
<td>0.033</td>
<td>0.499</td>
<td>0.018</td>
<td>0.499</td>
<td>0.018</td>
<td>0.499</td>
</tr>
<tr>
<td>$\alpha_{2,1}(25% - 75%)$</td>
<td>0.488</td>
<td>0.046</td>
<td>0.494</td>
<td>0.034</td>
<td>0.500</td>
<td>0.020</td>
<td>0.500</td>
<td>0.020</td>
<td>0.500</td>
</tr>
<tr>
<td>$\alpha_{2,10}(1%, 25% - [99%, 75%])$</td>
<td>0.509</td>
<td>0.040</td>
<td>0.498</td>
<td>0.030</td>
<td>0.499</td>
<td>0.014</td>
<td>0.499</td>
<td>0.014</td>
<td>0.499</td>
</tr>
<tr>
<td>$\alpha_{2,600}(1%, 25% - [99%, 75%])$</td>
<td>0.506</td>
<td>0.037</td>
<td>0.496</td>
<td>0.028</td>
<td>0.500</td>
<td>0.015</td>
<td>0.500</td>
<td>0.015</td>
<td>0.500</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the estimators build with two subsampling distributions, for different sample sizes; case $\alpha = 1/2$ and $E_p X = 2$.

### $E_p X = 0$

<table>
<thead>
<tr>
<th>$\alpha_{l,j}$</th>
<th>$n = 100$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
<th>$n = 100$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
<th>$n = 100$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantile method</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
</tr>
<tr>
<td>$\alpha_{2,1}(99%)$</td>
<td>0.843</td>
<td>0.134</td>
<td>0.872</td>
<td>0.124</td>
<td>0.893</td>
<td>0.120</td>
<td>0.893</td>
<td>0.120</td>
<td>0.893</td>
</tr>
<tr>
<td>$\alpha_{2,1}(95%)$</td>
<td>0.837</td>
<td>0.128</td>
<td>0.871</td>
<td>0.122</td>
<td>0.896</td>
<td>0.115</td>
<td>0.896</td>
<td>0.115</td>
<td>0.896</td>
</tr>
<tr>
<td>$\alpha_{2,1}(90%)$</td>
<td>0.843</td>
<td>0.135</td>
<td>0.858</td>
<td>0.137</td>
<td>0.874</td>
<td>0.124</td>
<td>0.874</td>
<td>0.124</td>
<td>0.874</td>
</tr>
<tr>
<td>$\alpha_{2,15}(75%, 95%)$</td>
<td>0.842</td>
<td>0.129</td>
<td>0.872</td>
<td>0.125</td>
<td>0.892</td>
<td>0.121</td>
<td>0.892</td>
<td>0.121</td>
<td>0.892</td>
</tr>
<tr>
<td>$\alpha_{2,30}(75%, 95%)$</td>
<td>0.844</td>
<td>0.127</td>
<td>0.872</td>
<td>0.122</td>
<td>0.886</td>
<td>0.114</td>
<td>0.886</td>
<td>0.114</td>
<td>0.886</td>
</tr>
<tr>
<td>$\alpha_{2,600}(75%, 95%)$</td>
<td>0.865</td>
<td>0.119</td>
<td>0.891</td>
<td>0.112</td>
<td>0.897</td>
<td>0.109</td>
<td>0.897</td>
<td>0.109</td>
<td>0.897</td>
</tr>
<tr>
<td>Range method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_{2,1}(1% - 99%)$</td>
<td>0.753</td>
<td>0.174</td>
<td>0.814</td>
<td>0.161</td>
<td>0.852</td>
<td>0.151</td>
<td>0.852</td>
<td>0.151</td>
<td>0.852</td>
</tr>
<tr>
<td>$\alpha_{2,1}(5% - 95%)$</td>
<td>0.723</td>
<td>0.200</td>
<td>0.812</td>
<td>0.167</td>
<td>0.839</td>
<td>0.151</td>
<td>0.839</td>
<td>0.151</td>
<td>0.839</td>
</tr>
<tr>
<td>$\alpha_{2,1}(25% - 75%)$</td>
<td>0.771</td>
<td>0.221</td>
<td>0.798</td>
<td>0.201</td>
<td>0.844</td>
<td>0.150</td>
<td>0.844</td>
<td>0.150</td>
<td>0.844</td>
</tr>
<tr>
<td>$\alpha_{2,10}(1%, 25% - [99%, 75%])$</td>
<td>0.787</td>
<td>0.183</td>
<td>0.813</td>
<td>0.183</td>
<td>0.845</td>
<td>0.149</td>
<td>0.845</td>
<td>0.149</td>
<td>0.845</td>
</tr>
<tr>
<td>$\alpha_{2,600}(1%, 25% - [99%, 75%])$</td>
<td>0.785</td>
<td>0.176</td>
<td>0.811</td>
<td>0.185</td>
<td>0.836</td>
<td>0.152</td>
<td>0.836</td>
<td>0.152</td>
<td>0.836</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the estimators build with two subsampling distributions, for different sample sizes; case $\alpha = 1$ and $E_p X = 0$. 
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The variance of the estimators is found to be relatively large for $\alpha = 1$, in comparison to the case $\alpha = 1/2$; in the latter case, very accurate estimation of the convergence rate is possible even for very small sample sizes ($n = 30$ gives similar results!). Also, the variance seems to decrease very slowly with increasing $n$, probably due to the slow log($n$) convergence rate obtained in Theorems 2, 3, and 4); this is particularly evident in the $\alpha = 1$ case. However, the estimates give the right order for the true $\alpha$ even for a relatively small sample size, and using them it is easy to discriminate between the $\sqrt{n}$ and the $n$ case. In some situations the convergence rate (for instance for $U$ or $V$ statistics) is typically of the form $n^{\beta/\beta_0}$ where $\beta_0$ is known and fixed and $\beta$ is integer: in that case we may use $[\lceil \beta r \rceil \beta_0]/\beta_0$, where $[.]$ denotes the nearest integer, as a better estimator for $\alpha = \beta/\beta_0$. The simulations suggest that we can get the right convergence rate and obtain accurate approximations in that case.

Note that the estimations based on one one $t$-point are relatively stable whatever the choice of the points. Clearly the estimator based on all the points between $[0.75, 0.95]$ allowed by the Monte-Carlo approximation gives the better results. The estimator seems to be biased downward in the $\alpha = 1$ case (and probably biased upward in the case $\alpha = 1/2$, although the bias is smaller in the latter case).

We can also attempt a comparison between the 'quantile' and the 'range' methods of estimating $\alpha$. As the entries of Tables 1 and 2 indicate, the 'range' method is better (both in terms of bias, as well as variance) than the 'quantile' method in the case $\alpha = 1/2$, while the 'quantile' method is better in the case $\alpha = 1$. This phenomenon was to be expected since the case $\alpha = 1/2$ yields a symmetric (normal) distribution whose variability is well-captured by a single number, be it an inter-quartile range, a standard deviation, etc. On the other hand, the case $\alpha = 1$ yields a skewed (\chi^2) distribution whose variability is best described by means of individual quantiles, and not ranges.

Consider now the case where we base our estimator on more than 2 subsampling distributions. Of course this may be more computer-time expensive but may be justified if more accurate results are obtainable this way. The following simulations strongly support the fact that by using a large $I$ we gain in precision over the case $I = 2$. Moreover, it may be interesting to build several subsampling distribution and consider a linear extrapolation of these distributions as done in Bertail(1994) and Bickel et al. (1994) to
obtain better approximations.

Tables 3 and 4 are constructed in the same fashion as Tables 1 and 2, although now we choose to build \( I = 20 \) subsampling distributions with \( b_{i,n} = n \times i/21, i = 1, \ldots, 20 \).
$E_pX = 2$

<table>
<thead>
<tr>
<th>$\alpha_{I,J}$</th>
<th>$n = 100$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantile method</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
</tr>
<tr>
<td>$\alpha_{20,1}(99%)$</td>
<td>0.5525</td>
<td>0.0185</td>
<td>0.5186</td>
</tr>
<tr>
<td>$\alpha_{20,1}(95%)$</td>
<td>0.5386</td>
<td>0.0167</td>
<td>0.5137</td>
</tr>
<tr>
<td>$\alpha_{20,1}(90%)$</td>
<td>0.5323</td>
<td>0.0189</td>
<td>0.5114</td>
</tr>
<tr>
<td>$\alpha_{20,1}(75%)$</td>
<td>0.5249</td>
<td>0.0344</td>
<td>0.5054</td>
</tr>
<tr>
<td>$\alpha_{20,600}(75%, 95%)$</td>
<td>0.5302</td>
<td>0.0228</td>
<td>0.5093</td>
</tr>
<tr>
<td>Range method</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
</tr>
<tr>
<td>$\alpha_{20,1}(1% - 99%)$</td>
<td>0.4984</td>
<td>0.0084</td>
<td>0.4996</td>
</tr>
<tr>
<td>$\alpha_{20,1}(5% - 95%)$</td>
<td>0.4992</td>
<td>0.0058</td>
<td>0.5000</td>
</tr>
<tr>
<td>$\alpha_{20,1}(25% - 75%)$</td>
<td>0.5015</td>
<td>0.0081</td>
<td>0.5004</td>
</tr>
<tr>
<td>$\alpha_{20,10}(1% - 25%) - (99%, 75%)$</td>
<td>0.5003</td>
<td>0.0052</td>
<td>0.5003</td>
</tr>
<tr>
<td>$\alpha_{20,600}(1%, 25% - [99%, 75%])$</td>
<td>0.5009</td>
<td>0.0054</td>
<td>0.5004</td>
</tr>
</tbody>
</table>

Table 3: Comparison of the estimators build with $I = 20$ subsampling distributions, for different sample sizes; case $\alpha = 1/2$ and $E_pX = 2$.

$E_pX = 0$

<table>
<thead>
<tr>
<th>$\alpha_{I,J}$</th>
<th>$n=100$</th>
<th>$n=1000$</th>
<th>$n=5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantile method</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
</tr>
<tr>
<td>$\alpha_{20,1}(99%)$</td>
<td>0.9006</td>
<td>0.0761</td>
<td>0.9086</td>
</tr>
<tr>
<td>$\alpha_{20,1}(95%)$</td>
<td>0.9146</td>
<td>0.0854</td>
<td>0.9012</td>
</tr>
<tr>
<td>$\alpha_{20,1}(90%)$</td>
<td>0.8941</td>
<td>0.0923</td>
<td>0.8986</td>
</tr>
<tr>
<td>$\alpha_{20,1}(75%)$</td>
<td>0.9128</td>
<td>0.0987</td>
<td>0.9143</td>
</tr>
<tr>
<td>$\alpha_{20,600}(75%, 95%)$</td>
<td>0.8991</td>
<td>0.0940</td>
<td>0.9025</td>
</tr>
<tr>
<td>Range method</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
</tr>
<tr>
<td>$\alpha_{20,1}(1% - 99%)$</td>
<td>0.8764</td>
<td>0.0984</td>
<td>0.8845</td>
</tr>
<tr>
<td>$\alpha_{20,1}(5% - 95%)$</td>
<td>0.8574</td>
<td>0.1169</td>
<td>0.8647</td>
</tr>
<tr>
<td>$\alpha_{20,1}(25% - 75%)$</td>
<td>0.8244</td>
<td>0.1516</td>
<td>0.8315</td>
</tr>
<tr>
<td>$\alpha_{20,10}(1%, 25% - [99%, 75%])$</td>
<td>0.8416</td>
<td>0.1334</td>
<td>0.8484</td>
</tr>
<tr>
<td>$\alpha_{20,600}(1%, 25% - [99%, 75%])$</td>
<td>0.8380</td>
<td>0.1336</td>
<td>0.8441</td>
</tr>
</tbody>
</table>

Table 4: Comparison of the estimators build with $I = 20$ subsampling distributions, for different sample sizes; case $\alpha = 1$ and $E_pX = 0$. 
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The estimators reported in Tables 3 and 4 seem to be quite more accurate than those in Tables 1 and 2; the extra computational effort seems to be well worth it. In particular for the $\alpha = 1/2$, the results are quite precise. In the $\alpha = 1$ case the estimators based on the quantile method with $I = 20$ have half the variance in comparison to those based on $I = 2$.

Note that the (empirical) bias of the estimators of $\alpha$ decreases as $n$ increases in Tables 3 and 4 as it is expected from our consistency theorems. However, it is quite apparent that in the case $\alpha = 1$ (see Table 4), the (empirical) standard errors of the estimators of $\alpha$ do not seem to decrease as $n$ increases, whereas in the case $\alpha = 1/2$ (see Table 3) the standard errors do decrease. This phenomenon can be attributed to the fact that in the simulations that generated Tables 3 and 4 the subsample sizes used were proportional to $n$ (i.e., $b_{1,n} = n \times i/21, i = 1, \ldots, 20$), and equation (3) was not satisfied. Intuitively, to control the bias of the subsampling distribution estimator a large subsample size $b_n$ is required, while to control its variance a small ratio $b/n$ is needed. Thus, without letting $b_n/n \to 0$, there is no guarantee--unless of course stronger model assumptions are made--that the variance of the subsampling distribution estimator will tend to zero as $n$ increases.

Nevertheless, in very regular cases (e.g., i.i.d. data with normal limit distributions and $\sqrt{n}$ rate of convergence) it is possible to get a consistent estimate of scale using subsampling foregoing equation (3) and replacing it with the condition that the subsample size $b_n$ is proportional to $n$; see Shao and Wu (1989). Therefore, it is not surprising, in the regular case $\alpha = 1/2$ of Table 3, that the standard errors do decrease as $n$ increases.

To empirically verify the consistency of our estimators of $\alpha$ under the necessary condition $b_n/n \to 0$, the simulations that resulted into Tables 3 and 4 were repeated (with different subsample sizes) and presented in Tables 5 and 6 that follow; here subsample sizes $b_{i,n}$ were chosen such that the ratio $b_{i,n}/n$ is decreasing with $n$. In particular, for $n = 100$, the $b_{i,n}$s are the same as those used in Tables 3 and 4; thus the first two columns of Table 5 are identical to the first two columns of Table 3, and the first two columns of Table 6 are identical to the first two columns of Table 4. However, for $n = 1000$, we chose $b_{i,n} = i \times n/42$, $i = 1, \ldots, 20$, i.e., half the subsample sizes used in the middle two columns of Tables 3 and 4, and for $n = 5000$, we chose $b_{i,n} = i \times n/168$, $i = 1, \ldots, 20$, i.e., one-eighth of the subsample sizes used in the last two columns of Tables 3 and 4.
Table 5: Comparison of the estimators build with $I = 20$ subsampling distributions, for different sample sizes; case $\alpha = 1/2$ and $E_p X = 2$ (using decreasing ratios $\frac{k_n}{n}$).

<table>
<thead>
<tr>
<th>$\alpha_{I,J}$</th>
<th>$n = 100$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantile method</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
</tr>
<tr>
<td>$\alpha_{20,1}(99%)$</td>
<td>0.5525</td>
<td>0.0185</td>
<td>0.5249</td>
</tr>
<tr>
<td>$\alpha_{20,1}(95%)$</td>
<td>0.5386</td>
<td>0.0167</td>
<td>0.5182</td>
</tr>
<tr>
<td>$\alpha_{20,1}(90%)$</td>
<td>0.5323</td>
<td>0.0189</td>
<td>0.5145</td>
</tr>
<tr>
<td>$\alpha_{20,1}(75%)$</td>
<td>0.5249</td>
<td>0.0344</td>
<td>0.5084</td>
</tr>
<tr>
<td>$\alpha_{20,600}(75%, 95%)$</td>
<td>0.5302</td>
<td>0.0228</td>
<td>0.5122</td>
</tr>
<tr>
<td>Range method</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_{20,1}(1% - 99%)$</td>
<td>0.4984</td>
<td>0.0084</td>
<td>0.4992</td>
</tr>
<tr>
<td>$\alpha_{20,1}(5% - 95%)$</td>
<td>0.4992</td>
<td>0.0058</td>
<td>0.4999</td>
</tr>
<tr>
<td>$\alpha_{20,1}(25% - 75%)$</td>
<td>0.5015</td>
<td>0.0081</td>
<td>0.5002</td>
</tr>
<tr>
<td>$\alpha_{20,10}(1%, 25% - [99%, 75%])$</td>
<td>0.5003</td>
<td>0.0052</td>
<td>0.4999</td>
</tr>
<tr>
<td>$\alpha_{20,600}(1%, 25% - [99%, 75%])$</td>
<td>0.5009</td>
<td>0.0054</td>
<td>0.5001</td>
</tr>
</tbody>
</table>

Table 6: Comparison of the estimators build with $I = 20$ subsampling distributions, for different sample sizes; case $\alpha = 1$ and $E_p X = 0$ (using decreasing ratios $\frac{k_n}{n}$).

<table>
<thead>
<tr>
<th>$\alpha_{I,J}$</th>
<th>$n = 100$</th>
<th>$n = 1000$</th>
<th>$n = 5000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantile method</td>
<td>Mean</td>
<td>S.E.</td>
<td>Mean</td>
</tr>
<tr>
<td>$\alpha_{20,1}(99%)$</td>
<td>0.9006</td>
<td>0.0761</td>
<td>0.9389</td>
</tr>
<tr>
<td>$\alpha_{20,1}(95%)$</td>
<td>0.9146</td>
<td>0.0854</td>
<td>0.9344</td>
</tr>
<tr>
<td>$\alpha_{20,1}(90%)$</td>
<td>0.8941</td>
<td>0.0923</td>
<td>0.9362</td>
</tr>
<tr>
<td>$\alpha_{20,600}(75%)$</td>
<td>0.9128</td>
<td>0.0917</td>
<td>0.9556</td>
</tr>
<tr>
<td>$\alpha_{20,600}(75%, 95%)$</td>
<td>0.8991</td>
<td>0.0919</td>
<td>0.9419</td>
</tr>
<tr>
<td>Range method</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_{20,1}(1% - 99%)$</td>
<td>0.8764</td>
<td>0.0984</td>
<td>0.9254</td>
</tr>
<tr>
<td>$\alpha_{20,1}(5% - 95%)$</td>
<td>0.8574</td>
<td>0.1169</td>
<td>0.9123</td>
</tr>
<tr>
<td>$\alpha_{20,1}(25% - 75%)$</td>
<td>0.8244</td>
<td>0.1516</td>
<td>0.8952</td>
</tr>
<tr>
<td>$\alpha_{20,10}(1%, 25% - [99%, 75%])$</td>
<td>0.841</td>
<td>0.1334</td>
<td>0.9044</td>
</tr>
<tr>
<td>$\alpha_{20,600}(1%, 25% - [99%, 75%])$</td>
<td>0.8386</td>
<td>0.1336</td>
<td>0.9021</td>
</tr>
</tbody>
</table>
It is quite evident from the entries of Table 6 that ensuring \( \frac{b_{i,n}}{n} \to 0 \) fixes up the problem of nondecreasing standard errors in the \( \alpha = 1 \) case of Table 4. In particular, it is apparent that both bias and standard error of our estimators of \( \alpha \) are evidently decreasing as \( n \) increases, and at a reasonably fast rate. Nevertheless, the empirical results of Table 5 are worse than those of Table 3, i.e., bias and standard error of our estimators of \( \alpha \) decrease faster with \( n \) in Table 3 as compared to those in Table 5; this seems to indicate that in very regular cases (as in the Shao and Wu (1989) setting) the \( b_{i,n} \) could (and actually should) be are taken to be proportional to \( n \). However, in the paper at hand it is assumed that the convergence rate \( \tau_n \) is unknown, and hence it is also unknown a priori that a regular set-up holds. Equation (3) provides a general condition that ensures consistency of our estimators of \( \alpha \) without special model assumptions.

It is also noteworthy that the comparison between the range and the quantile methods, which was attempted on the basis of the entries of Tables 1 and 2, seems to still hold after examining all presented simulations: the range method seems to be best in the regular case (normal limit distribution and \( \sqrt{n} \) rate of convergence), whereas in the not-regular case (skewed limit distribution and not \( \sqrt{n} \) rate of convergence) the quantile method is preferable. Of course, more simulations involving other perhaps more complicated examples may be needed to confirm the reported empirical results. It is clear however even from our limited simulation experiment that the estimation of \( \alpha \) using subsampling is not infeasible in finite samples, and may prove to be an important practical tool.

5 Technical proofs

**Proof of Theorem 1** First note that under conditions (i) and (ii) it follows that \( u_i = o_P(1) \) in equation (8). Therefore (9) yields

\[
\alpha_I = \alpha + \frac{\sum_{i=1}^{I} (u_i - \bar{u})(\log(b_{i,n}) - \log)}{\sum_{i=1}^{I} (\log(b_{i,n}) - \log)^2},
\]

where \( \bar{u} = I^{-1} \sum_{i=1}^{I} u_i \). But since \( b_{i,n} = n^{\beta_i}, i = 1, \ldots, I \), then \( \log = I^{-1} \sum_{i=1}^{I} \beta_i \log n = A \log n \), and it is easy to see that

\[\sum_{i=1}^{I} (\log(b_{i,n}) - \log)^2 = (\sum_{i=1}^{I} (\beta_i - I^{-1} \sum_{k} \beta_k)^2)(\log n)^2 = B(\log n)^2, \]

for some \( A, B \) constants; thus, for fixed \( I \), we have \( \alpha_I = \alpha + o_P((\log n)^{-1}) \). QED
Proof of Lemma 1 Let $\epsilon > 0$; by (5), we have that $\Pr_P \{ |K_{b_n}(x \mid X_n, \tau) - K(x, P)| < \epsilon \} \to 1$, uniformly in $x$.

So let $z = K_{b_n}^{-1}(t - \epsilon \mid X_n, \tau)$, thus with probability tending to one

$$K_{b_n}(z \mid X_n, \tau) \geq t - \epsilon \Rightarrow K(z, P) \geq t - 2\epsilon \Rightarrow z \geq K_{b_n}^{-1}(t - 2\epsilon, P).$$

Similarly, let $y = K_{b_n}^{-1}(t, P)$, thus with probability tending to one

$$K(y, P) \geq t \Rightarrow K_{b_n}(y \mid X_n, \tau) \geq t - \epsilon \Rightarrow y \geq K_{b_n}^{-1}(t - \epsilon; \mid X_n, \tau).$$

Hence, for any $t$ and any $\epsilon > 0$, we have that

$$K^{-1}(t - 2\epsilon, P) \leq K_{b_n}^{-1}(t - \epsilon \mid X_n, \tau) \leq K^{-1}(t, P)$$

with probability tending to one. Now let $\epsilon \to 0^+$ to conclude that $K_{b_n}^{-1}(t \mid X_n, \tau) = K^{-1}(t, P) + o_P(1)$. QED

Proof of Theorem 2 First note that equations (2) and (3) follow from our assumption on the $b_{i,n}$’s, hence equation (5) –with any of the $b_{i,n}$’s used as subsample size– is seen to hold as well from the results in Politis and Romano (1992, 1995).

Now note that, under (5), Lemma 1 validates the ANOVA equation (15), and in particular the fact that $u_{i,j} = o_P(1)$; therefore (16) yields

$$\alpha_{I,j} = \alpha + \frac{\sum_{i=1}^{I} (u_{i,j} \bar{u}) (\log(b_{i,n}) - \log)}{\sum_{i=1}^{I} (\log(b_{i,n}) - \log)^2},$$

where $\bar{u} = (IJ)^{-1} \sum_{i=1}^{I} \sum_{j=1}^{J} u_{i,j}$. As in the proof of Theorem 1, note that $\log = A \log n$, and $\sum_{i=1}^{I} (\log(b_{i,n}) - \log)^2 = B (\log n)^2$, for some $A, B$ constants; thus, for fixed $I$ and $J$, we have $\alpha_{I,j} = \alpha + o_P((\log n)^{-1})$. QED

Proof of Theorem 3 Similar to the proof of Theorem 2.

Proof of Lemma 2 Similar to the proof of Lemma 1.

Proof of Theorem 4 Similar to the proof of Theorem 2 using Lemma
2 and the results of Politis, Romano, and You (1993). QED

Proof of Theorem 5  Let $x$ be a real number and note that

$$K_{b_n}(x \mid X_n, \hat{\tau}) \equiv q^{-1} \sum_{i=1}^{q} 1\{b_n(T_{b_n,i} - T_n) \leq x\}$$

$$= q^{-1} \sum_{i=1}^{q} 1\{b_n(T_{b_n,i} - \theta) + b_n(T_n - \theta) \leq x\}.$$ 

Put $U_n(x) = q^{-1} \sum_{i=1}^{q} 1\{b_n(T_{b_n,i} - \theta) \leq x\}$ and $E_n = \{b_n|T_n - \theta| \leq \epsilon\}$. Since $\hat{\alpha} = \alpha + o_P((\log n)^{-1})$, it follows that

$$b_n = b_n^\alpha \exp(\log b_n(\alpha - \alpha)) = b_n^\alpha (1 + o_P(1)).$$

As in Politis and Romano (1992, 1995), it follows that (2) and (3) imply that $P(E_n) \to 1$; hence, with probability tending to one,

$$U_n(x - \epsilon) \leq K_{b_n}(x \mid X_n, \hat{\tau}) \leq U_n(x + \epsilon).$$

Now it suffices to show that $U_n(x)$ converges to $K(x, P)$ in probability; for in that case we could let $\epsilon \to 0$ in the above inequality to conclude that $K_{b_n}(x \mid X_n, \hat{\tau}) \to K(x, P)$ in probability. The uniform convergence (23) would then be a consequence of Polya's theorem, since $K(x, P)$ is continuous.

To show $U_n(x)$ converges to $K(x, P)$ in probability, first note that

$$EU_n(x) = E(1\{b_n^\alpha(T_{b_n,1} - \theta) \leq x\}) = Pr(1\{b_n^\alpha(T_{b_n,1} - \theta) \leq x\});$$

but $b_n^\alpha(T_{b_n,i} - \theta) = b_n^\alpha(T_{b_n} - \theta)(1 + o(1))$ and it follows that $EU_n(x) \to K(x, P)$.

Now let us look at the two cases that correspond to the two different constructions of the subsampling distribution (4).

General case (strong mixing data). Now, similarly to the proof of Theorem 3.1 in Politis and Romano (1992, 1995), it follows that

$$Var(U_n(x)) \leq \frac{2b_n + 1}{n} + \frac{8}{n} \sum_{k=1}^{n} \alpha_X(k);$$

under the assumption of strong mixing it is now apparent that the Cesaro-sum $\frac{1}{n} \sum_{k=1}^{n} \alpha_X(k) \to 0$, and using (2) we conclude that $Var(U_n(x)) \to 0,$
and therefore $U_n(x)$ converges to $K(x, P)$ in probability.

**Special case (i.i.d. data).** As in Theorem 2.1 in Politis and Romano (1992, 1995), Hoeffding’s inequality gives

$$\Pr_p \{ U_n(x) - EU_n(x) \geq \epsilon \} \leq \exp(-2nb_n^{-1} \epsilon^2)$$

which, in combination with $EU_n(x) \to K(x, P)$, shows that $U_n(x)$ converges to $K(x, P)$ in probability.

Finally note that the proof of (24) is very similar to the proof of Theorem 1 of Beran (1984) given result (23) and noting that $\hat{\tau}_n/\tau_n \to 1$ in probability, since $\hat{\alpha} = \alpha + o_p((\log n)^{-1})$. QED

**Proof of Theorem 6** Similar to the proof of Theorem 5 using Theorem 4 in conjunction with the results of Politis, Romano, and You (1993). QED
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