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Abstract

This article presents an exposition of some recent developments in the smoothing spline approach to multivariate nonparametric regression. The essence of the methodology is highlighted via the detailed descriptions of a few mathematically simplest members of the spline family. Data analytical tools are presented, and their use in data analysis is illustrated via simulated and real-life data examples. To demonstrate the pros and the cons of a nonparametric analysis versus a parametric analysis, a comparative study is also presented.
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1 Introduction

Regression analysis, analysis of variance (ANOVA), and analysis of covariance are among the most commonly used statistical methods in applications. The common structure of the problems is

\[ y_i = f(t_i) + \epsilon_i, \quad i = 1, \ldots, n \]

where \( y_i \) are observed responses, \( t_i \) are predictors or covariates, and \( \epsilon_i \) are zero-mean common variance uncorrelated noise. Here we only consider the fixed effect models for ANOVA and analysis of covariance. Our primary interest is to estimate the systematic part \( f \) of the response.

In classical parametric analysis, \( f(t) \) is assumed to be of certain parametric form \( f(t, \beta) \) where the only unknowns are the values of the parameter \( \beta \) to be estimated from the data. The dimension of the model space is the dimension of \( \beta \), presumably much smaller than \( n \). When \( f(t, \beta) \) is linear
in $\beta$, i.e., $f(t, \beta) = x^T \beta$ where $x = x(t)$ is a vector of known functions of $t$, $f$ is just a standard linear model. Dozens of standard textbooks are available on linear models, see, e.g., Draper and Smith (1981). When $f(t, \beta)$ is nonlinear in $\beta$, nonlinear regression methods are available; see, e.g., Bates and Watts (1988). The parametric form $f(t) = f(t, \beta)$ is a rigid constraint on $f$ and should in principle be derived from the subject area knowledge of the problem. Sometimes, however, a parametric form might be imposed simply for the lack of alternatives. In such circumstances, the analysis is subject to potential model bias, in the sense that possibly no member of the specified parametric family is close to the underlying “true” systematic part.

To avoid possibly serious model bias in a parametric analysis, an alternative approach is to allow $f$ to vary in a high (possibly infinite) dimensional function space, which leads to various nonparametric or semiparametric methods. Since the data are noisy, however, one needs to impose certain soft constraints on $f$ to regulate its behavior and to effectively achieve noise reduction in the estimate. The most natural soft constraint, which is adopted by most if not all of the nonparametric methods, is that $f$ is “smooth”. Consequently, nonparametric/semiparametric modeling is also called smoothing. All smoothing methods are equivalent, to various extents, to locally averaging the data — local to control the bias and average to reduce the noise. Among the classical smoothing methods are the kernel method, the nearest neighbor method, and penalty smoothing (smoothing splines). Because of the curse of dimensionality (Huber 1985), many successful univariate smoothing methods (e.g., kernel method) face serious operational difficulties when extended to high dimensional space. Consequently, almost all practical multivariate smoothing methods impose appropriate constraints and/or have convenient schemes to control the model complexity. Some of the methods available are projection pursuit regression (Friedman and Stuetzle 1981; Huber 1985), additive models (Hastie and Tibshirani 1986, 1990; Buja et al. 1989), regression splines (Stone 1985), multivariate adaptive regression splines (MARS) (Friedman 1991), the $\Pi$-method (Breiman 1991), and various multivariate smoothing splines (Wahba 1990).

In this article, we pursue an exposition of the smoothing spline approach to nonparametric regression for technically nonsophisticated readers. We try to highlight the essence of the methodology as well as to cover some recent developments in the multivariate setup. We shall describe the available modeling tools and illustrate their use and effectiveness via simulated and real data examples. We shall also compare nonparametric analysis with parametric analysis to demonstrate
the pros and cons of the methodology.

The rest of the article is organized as follows. Section 2 introduces the basic idea, explains the essential ingredients of the methodology, and examines a few simple examples. Section 3 discusses ANOVA decomposition on product domains and describes the construction of tensor product smoothing splines by relatively simple examples. The materials in Sections 2 and 3 could be treated more generally, but we choose not to do so due to the expository nature of this article. Section 4 collects a few data analytical tools for a nonparametric analysis via the models described in Sections 2 and 3. Section 5 illustrates the methodology by data examples. Section 6 demonstrates the plus and minus sides of the methodology compared with parametric modeling. Section 7 collects a few remarks.

2 Smooth Splines

2.1 Penalty smoothing

Smoothing spline is an instance of penalty smoothing. What follows is a classical example. Consider $y_i = f(t_i) + \epsilon_i$, $i = 1, \cdots, n$, where $t_i \in [0, 1]$ and $\epsilon_i \sim N(0, \sigma^2)$. Since one has only finite number of data to estimate the entire function $f$, it is necessary to assume certain soft constraint such as smoothness for $f$. A good estimate of $f$ can be obtained as the minimizer of

$$
\frac{1}{n} \sum_{j=1}^{n} (y_j - f(t_j))^2 + \lambda \int_0^1 (\tilde{f})^2,
$$

(2.1)

where the first term measures the goodness-of-fit, the second term penalizes the roughness of the estimate, and the smoothing parameter $\lambda$ controls the tradeoff between the two conflicting goals. The minimization of (2.1) is implicitly over functions with square integrable second derivatives. The minimizer of (2.1) defines the famous cubic spline. As $\lambda \to 0$, the minimizer approaches the minimum curvature interpolator. As $\lambda \to \infty$, the minimizer approaches the simple linear regression line. Note that the linear polynomials form the null space of the roughness penalty $\int_0^1 (\tilde{f})^2$.

A simpler example of penalty smoothing is related to the classical shrinkage estimators. Consider $y_i = f(t_i) + \epsilon_i$, where $t_i \in \{1, \cdots, K\}$ is a discrete covariate and $\epsilon_i$ are i.i.d. normal. $f$ is now a vector $f \in \mathbb{R}^K$. The standard setup for shrinkage estimators is a special case of this setup where one observes exactly one sample at each of the $K$ points. Following the standard empirical Bayes
construction, one may assume a prior $f \sim N(0, \tau^2 I)$, and the Bayes estimator under such a prior is a shrinkage estimator shrinking towards 0. It is easy to check that such an estimator is just the minimizer of

$$\frac{1}{n} \sum_{j=1}^{n} (y_j - f(t_j))^2 + \frac{\sigma^2}{n\tau^2} \sum_{i=1}^{K} f_i^2(t),$$

where $\sum_{i=1}^{K} f_i^2(t)$ is the roughness penalty and $\sigma^2/n\tau^2$ is the smoothing parameter. A smooth vector in this case is simply one with small Euclidean norm. Note that this roughness penalty has a nil null space.

Elaborating a bit further on the above example, one may write $f = \mu 1 + \alpha$, $1^T \alpha = 0$, as in a one-way ANOVA with the standard side-condition. The prior $f \sim N(0, \tau^2 I)$ could be decomposed accordingly as $\mu \sim N(0, \tau^2 / K)$ and $\alpha \sim N(0, \tau^2 \{I - 11^T / K\})$. Note that the $\tau^2$ in the decoupled priors could vary separately. Letting $\tau_{\mu}^2 \to \infty$ generates an improper prior for the constant $\mu$.

The resulting Bayes estimator is a shrinkage estimator shrinking towards the constant, which can equivalently be defined as the minimizer of

$$\frac{1}{n} \sum_{j=1}^{n} (y_j - f(t_j))^2 + \frac{\sigma^2}{n\tau_{\alpha}^2} \sum_{i=1}^{K} (f_i - \bar{f})^2,$$

where the roughness penalty $\sum_{i=1}^{K} (f_i - \bar{f})^2$ has $1$ as its null space. A smooth vector in this case is one with small variance.

2.2 Smoothing Splines and Reproducing Kernel Hilbert Spaces

Consider $y_i = f(t_i) + \epsilon_i$, where $\epsilon_i$ are as before and $t_i \in T$, a generic domain. A reproducing kernel Hilbert space (RKHS) $H$ of functions on $T$ is a Hilbert space in which evaluation is continuous. A smoothing spline is defined as the minimizer of

$$\frac{1}{n} \sum_{j=1}^{n} (y_j - f(t_j))^2 + \lambda J(f)$$

in a RKHS $H$ on $T$, where $J(f)$ is the roughness penalty, taken as a square (semi) norm in $H$ with a finite dimensional null space $J_\perp$. A Hilbert space carries a metric and a geometry, which are indispensable for almost all statistical calculations. Continuous evaluation ensures the continuity of the goodness-of-fit part of the criterion, which makes it possible to define, analyze and calculate a minimizer. A finite dimensional $J_\perp$ prevents interpolation when the sample size is reasonably large.
These requirements are necessary for a sensible development under the framework. The choice that \( J(f) \) be a quadratic form leads to relative numerical simplicity and a Bayesian interpretation of the method, if desired.

An equivalent defining property of a RKHS \( \mathcal{H} \), from which the terminology is coined, is that it possesses a reproducing kernel (RK) \( R(\cdot, \cdot) \), a positive definite bivariate function on \( T \), such that \( R(t, \cdot) = R(\cdot, t) \in \mathcal{H}, \forall t \in T \), and \( \langle R(t, \cdot), f(\cdot) \rangle = f(t) \) (the reproducing property), \( \forall f \in \mathcal{H} \), where \( \langle \cdot, \cdot \rangle \) denotes the inner product in \( \mathcal{H} \). As a matter of fact, starting from any positive definite function \( R(\cdot, \cdot) \) on the domain \( T \), one can construct a RKHS \( \mathcal{H} = \text{span}\{R(t, \cdot), \forall t \in T\} \) with an inner product satisfying \( \langle R(s, \cdot), R(t, \cdot) \rangle = R(s, t) \), which has \( R(\cdot, \cdot) \) as its RK. Further, if \( \mathcal{H} = \mathcal{H}_0 \oplus \mathcal{H}_1 \) with the RK \( R \), then \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) are both RKHS, and \( R = R_0 + R_1 \) where \( R_\gamma \) is the RK of \( \mathcal{H}_\gamma, \gamma = 0, 1 \). We remark that the norm and the RK determine each other uniquely, but explicit expressions are not always available for both. Details are to be found in Aronszajn (1950).

Now look at the examples in Subsection 2.1. They are all specializations of the smoothing spline defined in (2.4). For the cubic spline example, \( J(f) = \int_0^1 \hat{f}^2 \) is a square seminorm in \( \mathcal{H} = \{ f : \int \hat{f}^2 < \infty \} \). There are many ways of supplementing \( J(f) \) to deduce a norm in \( \mathcal{H} \). Two rather standard configurations follow. The first one takes \( \| f \|^2 = f^2(0) + \hat{f}^2(0) + J(f) \) with the RK \( R(s, t) = [1 + st] + [\int_0^1 (s - u)_+(t - u)_+ du] \), where \( (\cdot)_+ \) is the positive part of \( \cdot \). This configuration yields a decomposition \( \mathcal{H} = \mathcal{H}_0 \oplus \mathcal{H}_1 \) where \( \mathcal{H}_0 = \pi_1 \), the linear polynomials, and \( \mathcal{H}_1 = \{ f : f \in \mathcal{H}, f(0) = \hat{f}(0) = 0 \} \), and the corresponding \( R_0 \) and \( R_1 \) are bracketed in the expression of \( R \). The second one takes \( \| f \|^2 = (\int_0^1 f^2) + (\int_0^1 \hat{f}^2) + J(f) \) with the RK \( R(s, t) = [1 + k_1(s)k_1(t)] + [k_2(s)k_2(t) - k_4(|s - t|)], \) where \( k_1 = (- .5), k_2 = (k_1^2 - 1/12)/2, \) and \( k_1 = (k_1^4 - k_1^2)/2 + 7/240)/24; see, e.g., Craven and Wahba (1979). This configuration has \( \mathcal{H}_0 = \pi_1 \) and \( \mathcal{H}_1 = \{ f : f \in \mathcal{H}, \int \hat{f} = 0 \} \) with the RK's as bracketed. Note that the norm in \( J_{\perp} \) plays no role in the definition of smoothing spline, so these different configurations all lead to the same final result. Different (marginal) configurations do matter, however, in the construction of tensor product splines; see Section 3.2.

A RK on \( \{1, \cdots, K\} \) can be written as a matrix. For the second example, \( \mathcal{H} = R^K \) and \( J(f) = f^T f \), the standard Euclidean space, and the RK is simply the identity matrix \( I \). For the third example, \( R^K = \{1\} \oplus \{1\}^4 \), \( J(f) = f^T(I - 11^T/K)f \) is a norm in \( \{1\}^4 \), and \( I = [11^T/K] + [I - 11^T/K] \) is the RK decomposition. In general, any nonnegative-definite matrix \( J \)
can define a roughness penalty $J(f) = f^T J f$ with the complement of its column space as the null space. For example, for an ordinal discrete covariate, $J(f) = \sum_{t=1}^{K-1} (f(t+1) - f(t))^2$ might be a more natural penalty than the one defined in the third example above. A norm in $R^K$ can then be defined as $\|f\|^2 = f^T (L + J) f$ where $LJ = 0$ and $L + J$ is positive-definite. It is easy to verify that the RK is simply $(L + J)^{-1} = [L^+][J^+]$, where the superscript + indicates the Moore-Penrose inverse and the brackets indicate the RK decomposition. Again the choice of $L$ does not affect the final result.

Before closing this section, we remark that a smoothing spline as defined in (2.4) is a Bayes estimator under a mean zero Gaussian process prior on $T$. The prior process has two independent components, one is diffuse on $J_L$, and the other has covariance function proportional to $R_J$, the RK in $H \ominus J_L$. In the discrete case $R_J = J^+$. The third example above might be the simplest yet complete illustration of this classical result due to Kimeldorf and Wahba (1970) and Wahba (1978).

3 ANOVA in Function Spaces

3.1 Function decomposition on product domains

An important aspect of statistical modeling, which distinguishes it from mere function approximation, is the interpretability of the results. Among the most interpretable notions in classical modeling are the notions of main effects and interactions in ANOVA. We describe below a simple generic operation to generalize these notions to a generic setup.

In a standard two-way ANOVA on $\{1, \cdots, K_1\} \times \{1, \cdots, K_2\}$, $f(t_1, t_2) = \mu + \alpha_{t_1} + \beta_{t_2} + \gamma_{t_1, t_2}$, where the main effects $\alpha_{t_1}$, $\beta_{t_2}$, and the interaction $\gamma_{t_1, t_2}$ have to satisfy certain side conditions to make the decomposition unique. Two sets of commonly used side conditions are

$$\sum_{t_1} \alpha_{t_1} = \sum_{t_2} \beta_{t_2} = \sum_{t_1} \gamma_{t_1, t_2} = \sum_{t_2} \gamma_{t_1, t_2} = 0 \quad (3.1)$$

and

$$\alpha_1 = \beta_1 = \gamma_{1, t_2} = \gamma_{t_1, 1} = 0, \quad (3.2)$$

where (3.1) are the standard ones. In both cases one can write

$$f = (E_1 + I - E_1)(E_2 + I - E_2)f$$
\[ \begin{align*}
&= E_1E_2f + (I - E_1)E_2f + E_1(I - E_2)f + (I - E_1)(I - E_2)f \\
&= \mu + \alpha s_1 + \beta s_2 + \gamma_{s_1s_2},
\end{align*} \]

(3.3)

where \( E_i \) are marginalization (or averaging) operators acting on \( \{1, \cdots, K_i\} \). For (3.1) \( Ef = \bar{f} \).

For (3.2) \( Ef = f(1) \).

Consider functions \( f(t_1, \cdots, t_G) \) on a generic product domain \( \prod_{\gamma=1}^{G} T_{\gamma} \). Define \( E_\gamma \) to be a marginalization operator acting on the argument \( t_\gamma \), which "averages" out \( t_\gamma \) from the argument list of the function and satisfies \( E_\gamma^2 = E_\gamma \). An ANOVA decomposition can be defined as

\[ f = \prod_{\gamma=1}^{G} (I - E_\gamma + E_\gamma)f \]

\[ = \sum_{A \subseteq \{1, \cdots, G\}} \left[ \prod_{\gamma \in A} (I - E_\gamma) \prod_{\gamma \notin A} E_\gamma \right] f \]

\[ = \sum_{A \subseteq \{1, \cdots, G\}} f_A \]

(3.4)

where \( A \) is the active argument list in a component. \( f_\emptyset = \prod_{\gamma=1}^{G} E_\gamma \) is the constant term, \( f_\gamma = f(\gamma) = [(I - E_\gamma) \prod_{\alpha \neq \gamma} E_\alpha]f \) is the \( t_\gamma \) main effect, \( f_{\gamma,\delta} = f(\gamma,\delta) = [(I - E_\gamma)(I - E_\delta) \prod_{\alpha \neq \gamma,\delta} E_\alpha]f \) is the \( t_\gamma \cdot t_\delta \) interaction, and so on. The terms of such a decomposition satisfy the side conditions \( E_\gamma f_A = 0, \forall A \ni \gamma \). The choice of \( E_\gamma \), or the side conditions on each axis, is open to specialization.

The ANOVA decomposition of functions on a product domain not only makes the functions more interpretable, it also automatically provides a means of model simplification by selectively trimming off certain terms in the decomposition. Interactions of three or more variables are usually trimmed as in the classical ANOVA, for they are less perceivable and are more "expensive" to estimate. Such simplifications are almost necessary for a nonparametric multivariate fit since the data are scarce. The flexibility in the choice of \( E_\gamma \) can also be employed to facilitate the incorporation of certain constraints; for example, to enforce \( f(1, t_2) = 0 \) in a two-way ANOVA one could simply take \( E_1 f = f(1, t_2) \) and trim off the constant and the \( t_2 \) main effect from the model.

3.2 Tensor product splines

Based on RKHS \( \mathcal{H}^r \) on domain \( T_\gamma \) with \( RK \ R^\gamma \), a RKHS \( \mathcal{H} \) on the product domain \( \prod_\gamma T_\gamma \) can be constructed from a \( RK \ R((s_1, \cdots, s_r), (t_1, \cdots, t_G)) = \prod_\gamma R^\gamma(s_\gamma, t_\gamma) \), where \( s_\gamma, t_\gamma \in T_\gamma \); see Aronszajn (1950). A tensor product smoothing spline, also called an interaction spline, is a specialization
of (2.4) on a product domain with \( \mathcal{H} \) as a tensor product RKHS. An ANOVA decomposition with selective term trimming can be built into a tensor product spline by construction. We present a few bivariate examples in the remaining of the section. General theory and more complicated examples can be found in, e.g., Wahba (1986) and Gu and Wahba (1990, 1991 a, b).

First consider the pure discrete case. We adopt the standard side conditions of (3.1). A \( N(0, \tau^2 I) \) prior on a \( K_1 K_2 \)-dimensional vector \( f \) can then be decomposed accordingly to \( \mu \sim N(0, \tau^2/K_1 K_2), \alpha \sim N(0, \tau^2/I - \mathbf{1}^T/K_1)/K_2), \beta \sim N(0, \tau^2/I - \mathbf{1}^T/K_2)/K_1) \), and \( \gamma \sim N(0, \tau^2/(I - \mathbf{1}^T/K_1) \otimes (I - \mathbf{1}^T/K_2)) \) where \( \otimes \) denotes the Kronecker product. Again the four \( \tau^2 \)'s may vary separately and hence shall be denoted differently. The Bayes solution under such a prior is seen to be a smoothing spline with \( J(f) = (\sigma^2/n)[\tau_{\alpha}^{-2} J_\alpha(f) + \tau_{\beta}^{-2} J_\beta(f) + \tau_{\gamma}^{-2} J_\gamma(f)] \), where \( J_\mu(f) = K_1 K_2 \mu^2 \) with the RK \( R_\mu = \mathbf{1}^T/K_1 K_2 \), \( J_\alpha(f) = K_2 \alpha T(I - \mathbf{1}^T/K_1) \alpha \) with the RK \( R_\alpha = (I - \mathbf{1}^T/K_1) \otimes (I - \mathbf{1}^T/K_2) \), \( J_\beta(f) = K_1 \beta T(I - \mathbf{1}^T/K_2) \beta \) with the RK \( R_\beta = (I - \mathbf{1}^T/K_1) \otimes (I - \mathbf{1}^T/K_2) \), and \( J_\gamma(f) = \gamma T(I - \mathbf{1}^T/K_1) \otimes (I - \mathbf{1}^T/K_2) \gamma \) with the RK \( R_\gamma = (I - \mathbf{1}^T/K_1) \otimes (I - \mathbf{1}^T/K_2) \). These four RK's are actually based on the decomposed RK's \( R_\gamma = [\mathbf{1}^T/K_1] + [I - \mathbf{1}^T/K_2], \gamma = 1, 2, \) on the two marginal domains. A \( \tau^2 = \infty \) puts the component into the null space (improper prior), \( 0 < \tau^2 < \infty \) shrinks the component (proper prior), and a \( \tau^2 = 0 \) trims the component (degenerate prior). For example, setting \( \tau_{\alpha}^2 = \tau_{\beta}^2 = \tau_{\gamma}^2 = \infty \) and \( \tau_{\alpha}^2 = 0 \) yields the classical additive model.

Now look at a continuous case on the domain \([0, 1]^2\). We adopt the side conditions
\[
\int_0^1 f_1 = \int_0^1 f_2 = \int_0^1 f_{1,2} dt_1 = \int_0^1 f_{1,2} dt_2 = 0,
\]
i.e., \( Ef = \int_0^1 f \). Using the second configuration of the cubic spline in Section 2 on both axes, \( \mathcal{H}_1 = \mathcal{H}_2 = \{1\} \oplus \{ - .5 \} \oplus \mathcal{H}_1 \), where \( \mathcal{H}_0 \) has been further decomposed and \( \{ - .5 \} \oplus \mathcal{H}_1 \) is the null space of the marginalization operator \( E \). The RK decomposition on \([0, 1]^2\) is \( R(s, t) = [1] + [k_1(s) k_1(t)] + [k_2(s) k_2(t) - k_4(|s-t|)] = R_c + R_\pi + R_s \), say, which results in a decomposition of nine product RK's on the product domain \([0, 1]^2\). The RK \( R_c R_c = 1 \) generates the constant term. The sum of two RK's \( (R_\pi + R_s)R_c \) generates the \( t_1 \) main effect. The sum of four RK's \( (R_\pi + R_s)(R_\pi + R_s) \) generates the interaction. These RK's are bivariate functions on \([0, 1]^2\), e.g.,
\[
(R_\pi R_s)((s_1, s_2), (t_1, t_2)) = R_\pi(s_1, t_1) R_s(s_2, t_2) = k_1(s_1) k_1(t_1) k_2(s_2) k_2(t_2) - k_4(|s_2 - t_2|).
\]
The penalty in this setup can in general be written as \( J(f) = \sum_{\gamma, \delta} \theta_{\gamma, \delta} J_{\gamma, \delta}(f) \), \( \gamma, \delta = c, \pi, s \), where \( J_{\gamma, \delta}(f) \) are square norms in the space generated by the RK \( R_\gamma R_\delta \) and \( \theta_{\gamma, \delta} \in [0, \infty] \). A \( \theta = \infty \) puts
Table 3.1: RK and $J$ for a Tensor Product Spline on $[0,1]^2$

<table>
<thead>
<tr>
<th>RK</th>
<th>$J$</th>
<th>$\theta \in$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_c R_c$</td>
<td>$(\int_0^1 \int_0^1 f dt_1 dt_2)^2$</td>
<td>$[0, \infty)$</td>
</tr>
<tr>
<td>$R_\alpha R_c$</td>
<td>$(\int_0^1 \int_0^1 \hat f_1 dt_1 dt_2)^2$</td>
<td>$[0, \infty)$</td>
</tr>
<tr>
<td>$R_\alpha R_\pi$</td>
<td>$(\int_0^1 \int_0^1 \hat f_{12} dt_1 dt_2)^2$</td>
<td>$[0, \infty)$</td>
</tr>
<tr>
<td>$R_\alpha R_c$</td>
<td>$\int_0^1 (\int_0^1 \hat f_{12}^3 dt_2)^2 dt_1$</td>
<td>$[0, \infty)$</td>
</tr>
<tr>
<td>$R_\alpha R_\pi$</td>
<td>$\int_0^1 (\int_0^1 \hat f_{12}^4 dt_2)^2 dt_1$</td>
<td>$[0, \infty)$</td>
</tr>
</tbody>
</table>

Table 3.2: RK and $J$ for a Tensor Product Spline on $\{1, \cdots, K\} \times [0,1]$

<table>
<thead>
<tr>
<th>RK</th>
<th>$J$</th>
<th>$\theta \in$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_\mu R_c$</td>
<td>$(\sum_{t_1=1}^K (\int_0^1 f dt_2)^2 / K$</td>
<td>$[0, \infty)$</td>
</tr>
<tr>
<td>$R_\alpha R_c$</td>
<td>$\sum_{t_1=1}^K (\int_0^1 f - \sum_{t_1=1}^K f/K) dt_2)^2$</td>
<td>$[0, \infty)$</td>
</tr>
<tr>
<td>$R_\mu R_\pi$</td>
<td>$(\sum_{t_1=1}^K \int_0^1 \hat f_{t_2} dt_2)^2 / K$</td>
<td>$[0, \infty)$</td>
</tr>
<tr>
<td>$R_\alpha R_\pi$</td>
<td>$\sum_{t_1=1}^K (\int_0^1 \hat f_{t_2} - \sum_{t_1=1}^K \hat f_{t_2}) dt_2)^2$</td>
<td>$[0, \infty)$</td>
</tr>
<tr>
<td>$R_\mu R_\pi$</td>
<td>$\int_0^1 (\sum_{t_1=1}^K \hat f_{t_2}^3 dt_2 / K$</td>
<td>$[0, \infty)$</td>
</tr>
<tr>
<td>$R_\alpha R_\pi$</td>
<td>$\int_0^1 (\sum_{t_1=1}^K \hat f_{t_2}^4 dt_2 / K$</td>
<td>$[0, \infty)$</td>
</tr>
</tbody>
</table>

the term into the null space. A $\theta = 0$ eliminates the term from the model. Explicit expressions of some of the $J$'s and possible $\theta$'s are listed in Table 3.1. Setting $\theta_{\mu,c} = \theta_{\pi,c} = \theta_{\pi,\pi} = \infty$ makes the linear interaction model the null space of the penalty. Setting $\theta_{\pi,\pi} = \theta_{\alpha,\pi} = \theta_{\pi,\alpha} = \theta_{\alpha,\alpha} = 0$ yields the main-effect-only (additive) model.

Finally we look at a mixed model on $\{1, \cdots, K\} \times [0,1]$. Let $E_1 f = \sum_{t_1}^K f(t_1, t_2)$ and $E_2 f = \int_0^1 f(t_1, t_2) dt_2$. From the RK decompositions $R^1(s_1, t_1) = [11^T/K] + [I - 11^T/K] = R_\mu + R_\alpha$ and $R^2(s_2, t_2) = [1] + [k_1(s_2) k_1(t_2)] + [k_2(s_2) k_2(t_2) - k_4(|s_2 - t_2|)] = R_c + R_\pi + R_\alpha$, six RK's can be easily constructed on the product domain. Similar to the previous example, $R_\mu R_c$ generates the constant, $R_\alpha R_c$ generates the $t_1$ main effect, $R_\mu (R_\pi + R_\alpha)$ generates the $t_2$ main effect, and $R_\alpha (R_\pi + R_\alpha)$ generates the interaction. Again the penalty can be written as a sum of $\theta^{-1} J$'s. Explicit expressions of the $J$'s and possible $\theta$'s are given in Table 3.2. By convention the constant is usually unpenalized, i.e., $\theta_{\mu,c} = \infty$. $R_\alpha R_c$, $R_\mu R_\pi$, and $R_\alpha R_\pi$ are all of finite dimension (actually 1), to which one can afford to attach $\theta = \infty$ without interpolating the data. $\theta_{\mu,c} = \infty$ means that $E_2 f$'s at different
levels are not shrunk towards each other, $\theta_{\mu,\pi} = \infty$ means that $(E_1 f)(1) - (E_1 f)(0)$ is not shrunk towards 0, and $\theta_{\alpha,\pi} = \infty$ means that $f(t_1, 1) - f(t_1, 0)$'s are not shrunk towards each other. Similarly, setting $\theta$'s to 0 enforces rigid constraints. For example, setting $\theta_{\alpha,\pi} = \theta_{\alpha,s} = 0$ yields a main-effect-only model, which amounts to parallel cubic splines. Some more insights are in the following observations. Take $\theta_{\mu,c} = \theta_{\alpha,c} = \theta_{\mu,\pi} = \theta_{\alpha,\pi} = \infty$. Note that $IR_s = R_{\mu} R_s + R_{\alpha} R_s$. So the current setup actually attaches two separate smoothing parameters to the above split. If one enforces $\theta_{\mu,s} = \theta_{\alpha,s}$, the formulation is equivalent to $K$ separate cubic splines with a common smoothing parameter. By attaching $K$ different smoothing parameters to the $K$ terms in the split $IR_s = (\sum_{t_i=1}^{K} e_t e_t^T) R_s$, where $e_t$ is the $t$th unit vector, one obtains separate cubic splines with individual smoothing parameters, which are basically $K$ separate problems.

4 Modeling Tools

Sections 2 and 3 concern the (conceptual) construction of nonparametric models via the smoothing spline approach. To make the approach applicable in data analysis, further tools are needed. In this section, we briefly describe a few modeling tools for model fitting, model checking, and precision assessment. These tools are considerably different from their counterparts in a parametric statistical analysis, as we will see shortly, and that is not surprising because the basic principle of a nonparametric analysis is sufficiently different from that of a parametric analysis. We remark that the development of modeling tools, especially for model checking and precision assessment, is by and large immature at the present time, and the reader will see that there are many open problems.

4.1 Calculation of cross-validated fit

This subsection is about model fitting. Consider the following problem.

$$\min \quad \frac{1}{n} \sum_{i=1}^{n} (y_i - f(t_i))^2 + \lambda \sum_{\beta=1}^{p} \theta_{\beta}^{-1} J_{\beta}(f),$$

(4.1)

where $f = \sum_{\beta=0}^{p} f_{\beta}(t_i) \in \mathcal{H} = \oplus_{\beta=0}^{p} \mathcal{H}_\beta$, $f_{\beta} \in \mathcal{H}_{\beta}$, and $J_{\beta}(f) = J_{\beta}(f_{\beta})$ is a square norm on $\mathcal{H}_\beta$ with the associated RK $R_\beta$. It is easily seen that all our examples in Sections 2 and 3 are specializations of (4.1), with $p = 1$ for the examples of Section 2. Without loss of generality, $\theta_{\beta} \in (0, \infty)$ in (4.1).
The solution of (4.1) has an expression

\[ f = \sum_{\nu=1}^{M} \phi_{\nu} (\cdot) d_{\nu} + \sum_{i=1}^{n} \left( \sum_{\beta=1}^{P} \theta_{\beta} R_{\beta} (t_i, \cdot) \right) c_i = \phi^T (\cdot) d + \xi^T (\cdot) c, \]  

(4.2)

where \( \{ \phi_{\nu} \}_{\nu=1}^{M} \) span \( \mathcal{H}_0 \), \( \xi^T (\cdot) = (\xi_1 (\cdot), \cdots, \xi_n (\cdot)) \), \( \xi_i (\cdot) = \sum_{\beta=1}^{P} \theta_{\beta} R_{\beta} (t_i, \cdot) \), and \( c \) and \( d \) are the minimizers of

\[ (y - Sd - Qc)^T (y - Sd - Qc) + n \lambda c^T Qc, \]

(4.3)

where \( S \) is \( n \times M \) with \( (i, \nu) \)th entry \( \phi_{\nu} (t_i) \), \( Q = \sum_{\beta=1}^{P} \theta_{\beta} Q_{\beta} \), and \( Q_{\beta} \) is a \( n \times n \) matrix with \( (i, j) \)th entry \( R_{\beta} (t_i, t_j) \). See, e.g., Kimeldorf and Wahba (1971) and Gu and Wahba (1991 a). It can be shown that (4.2) is unique as the solution of (4.1) provided that \( S \) is of full column rank, while (4.3) could have multiple numerical solutions of \( c \). All we need, however, is one solution of (4.3), which can be obtained by solving the well-behaving surrogate linear system

\[ (Q + n \lambda I) c + S d = y \]

\[ S^T d = 0. \]  

(4.4)

The choice of smoothing parameters \( \lambda \) and \( \theta_{\beta} \) in (4.1) has direct impact on the behavior of a smoothing spline estimator. A good choice is via the generalized cross-validation of Craven and Wahba (1979), which delivers an asymptotically minimum mean square error and behaves satisfactorily in numerous finite sample examples. Generic algorithms for solving (4.4) with cross-validated smoothing parameters appear in Gu et al. (1989) and Gu and Wahba (1991 a), where further details can be found. The algorithms are implemented in a collection of Ratfor subroutines available from the netlib under the name RPKPACK (Gu 1989). To use the software, the user has to construct the \( S \) and \( Q_{\beta} \) matrices and input them together with the response vector \( y \) into one of the drivers, and the driver will return the cross-validated fit in terms of \( n \lambda, \theta_{\beta}, c, \) and \( d \). The drivers also return a variance estimate \( \sigma^2 \) recommended by Wahba (1983).

4.2 Cosine diagnostics

This subsection is about model checking. Similar to the fact that the rigid constraint in a parametric analysis makes lack of fit the main concern there, the flexibility in a nonparametric analysis makes overinterpretation the prime target of the current development. More precisely, we consider a
interpretable decomposition of the fit \( f = \sum_{\beta=0}^{p} f_{\beta} \), such as the ANOVA decomposition of Section 3, and check for the identifiability and the nontriviality of the terms in such a decomposition. By convention \( f_0 \) is taken as the constant function. Note that this decomposition is in general different from the computation-oriented decomposition in (4.1). Also note that such checks are not necessary if the sole purpose of the analysis is for prediction.

Assume that the decomposition \( f = \sum_{\beta=0}^{p} f_{\beta} \) is well-defined on the domain \( T \). When a fit is calculated from the data, however, information comes from the design points \( t_i \), and the credibility of the decomposition depends on how well it is supported on the design points. Evaluating the fit at \( t_i \), one gets a retrospective linear model

\[
y = \tilde{f}_0 + \cdots + \tilde{f}_p + \tilde{e},
\]

where \( \tilde{f}_\beta \) are \( f_\beta \) evaluated at \( t_i \) and \( \tilde{e} \) is the residual vector. Removing the constant by projecting (4.5) onto \( \{ 1 \}^\perp \), one gets

\[
z = f_1 + \cdots + f_p + e.
\]

The collinearity indices \( \kappa_\beta \)'s of \( (f_1, \ldots, f_p) \) (Stewart 1987), which can be calculated from the cosines between the \( f_\beta \)'s, measure the identifiability of the terms in the decomposition \( \sum_{\beta=1}^{p} f_{\beta} \), and in turn the identifiability of the terms in the decomposed fit \( f = \sum_{\beta=0}^{p} f_{\beta} \). The \( f_\beta \)'s are supposed to predict the "response" \( z \) so a near orthogonal angle between a \( f_\beta \) and \( z \) indicates a noise term. Signal terms should be reasonably orthogonal to the residuals hence a large cosine between a \( f_\beta \) and \( e \) makes a term suspect. \( \cos(z, e) \) and \( R^2 = \|z - e\|^2 / \|z\|^2 \) are informative ad hoc measures for the signal to noise ratio in the data. A very small norm of a \( f_\beta \) compared to that of \( z \) disqualifies the cosines as reliable measures, but it itself indicates a negligible term. We will treat the cosine diagnostics as absolute measures for cross-validated fits. Our limited experience suggests that a term with \( \cos(z, f) < .25 \) can be discarded and a term with \( \cos(z, f) > .4 \) and with a reasonable magnitude is not likely all noise. More discussion can be found in Gu (1990). These measures are intuitively reasonable and have been used successfully in examples. It would be nice to have further understanding of their operating properties.
4.3 Bayesian confidence intervals

This subsection is about precision assessment. As noted at the end of Section 2, a smoothing spline is an empirical Bayes estimator under a Gaussian prior. More precisely, it can be verified that the solution of (4.1) is just the posterior mean of a model

\[
y_i = \sum_{\nu=1}^{M} \psi_{\nu}(t_i) + \sum_{\beta=1}^{p} g_{\beta}(t_i) + \epsilon_i,
\]

(4.7)

where \(g_{\beta}\) are independent mean zero Gaussian processes on \(T\) with covariance functions \(\text{Cov}(g_{\beta}(s), g_{\beta}(s')) = b\theta_{\beta}R_{\beta}(s, s')\) where \(b = \sigma^2/n\lambda\), \(\psi_{\nu} = d_{\nu}\phi_{\nu}\) where \(d_{\nu}\) have uniform improper prior on \((-\infty, \infty)\), and \(\epsilon_i \sim N(0, \sigma^2)\). Let \(S\) and \(Q_{\beta}\) be as defined in (4.3) and \(M = \sum_{\beta=1}^{p} \theta_{\beta}Q_{\beta} + n\lambda I\). The posterior distributions are summarized in the following theorem.

**Theorem 4.1** Fix \(n\lambda, \theta_{\beta},\) and \(\sigma^2\) in (4.7).

\[
\begin{align*}
E(\psi_{\nu}(s)|y) &= \phi_{\nu}(s)e_{\nu}^{T}(S^{T}M^{-1}S)^{-1}S^{T}M^{-1}y \\
E(g_{\beta}(s)|y) &= \theta_{\beta}R_{\beta}(s,t^{T})(M^{-1} - M^{-1}S(S^{T}M^{-1}S)^{-1}S^{T}M^{-1})y \\
\text{Cov}(\psi_{\nu}(s), \psi_{\mu}(s')|y)/b &= \phi_{\nu}(s)\phi_{\mu}(s')e_{\nu}^{T}(S^{T}M^{-1}S)^{-1}e_{\mu} \\
\text{Cov}(\psi_{\nu}(s), g_{\beta}(s')|y)/b &= -\phi_{\nu}(s)e_{\nu}^{T}(S^{T}M^{-1}S)^{-1}S^{T}M^{-1}\theta_{\beta}R_{\beta}(t, s') \\
\text{Cov}(g_{\beta}(s), g_{\gamma}(s')|y)/b &= -\theta_{\beta}R_{\beta}(s,t^{T})(M^{-1} - M^{-1}S(S^{T}M^{-1}S)^{-1}S^{T}M^{-1})\theta_{\gamma}R_{\gamma}(t, s') + \delta_{\beta,\gamma}\theta_{\beta}R_{\beta}(s, s')
\end{align*}
\]

(4.10) – (4.12)

where \(t\) is the vector of the design points, \(e_{\nu}\) is the \(\nu\)th unit vector, and \(\delta_{\beta,\gamma}\) is the Kronecker delta.

A proof of the theorem can be found in Gu and Wahba (1991 c). Based on (4.8) – (4.12), posteriors of all linear combinations of \(\psi_{\nu}\) and \(g_{\beta}\), specifically those of the terms in an ANOVA decomposition on a product domain, can be readily derived. Happily, the calculations of these quantities can be conveniently conducted using the RKPACK facilities; see Gu and Wahba (1991 c). One may plug in the cross-validation estimates for the smoothing parameters appearing in the formulas and use \(b = \hat{\sigma}^2/n\lambda\), where the \(\hat{\sigma}^2\) is the variance estimate recommended by Wahba (1983). Based on the posterior analysis, point-wise Bayesian confidence intervals can be easily constructed for any linear combination of \(\psi_{\nu}\) and \(g_{\beta}\), including terms in an ANOVA decomposition and \(f\) itself. These confidence intervals were studied in Wahba (1983). See also Wecker and Ansley (1983). Operating
Table 5.1: Diagnostics for Pure Noise

<table>
<thead>
<tr>
<th></th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_{1,2}$</th>
<th>$e$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>1.07</td>
<td>1.02</td>
<td>1.05</td>
<td>$R^2 = 0.044$</td>
<td></td>
</tr>
<tr>
<td>$\cos(e, \cdot)$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>1</td>
<td>0.98</td>
</tr>
<tr>
<td>$\cos(z, \cdot)$</td>
<td>0.07</td>
<td>0.01</td>
<td>0.20</td>
<td>0.98</td>
<td>1</td>
</tr>
<tr>
<td>$|\cdot|$</td>
<td>1.16</td>
<td>0.10</td>
<td>2.08</td>
<td>9.98</td>
<td>10.26</td>
</tr>
</tbody>
</table>

Properties of such intervals with plug-in cross-validated smoothing parameters are discussed in Wahba (1983), Nychka (1988), and Gu and Wahba (1991 c), where details are to be found.

5 Examples

We will analyze three data sets in this section using the techniques presented in the previous sections.

5.1 Pure noise

The first example is a trivial exercise. We generated $n = 100$ design points from $U(0,1)^2$ and attached 100 pseudo $N(0,1)$ deviates as $y_t$ to these points. We used the tensor product cubic spline of Subsection 3.2 to fit the data. The fit was calculated with $\theta_{c,c} = \theta_{c,\pi} = \theta_{\pi,c} = \theta_{\pi,\pi} = \infty$ and with the other five smoothing parameters cross-validated. The nine fitted terms were then collapsed into one constant, two main effects, and one interaction terms. The diagnostics are summarized in Table 5.1. The conclusion is self-evident.

5.2 NOX data

The data were from an experiment in which a single-cylinder engine was run with ethanol. There were 88 measurements of compression ratio ($C$), equivalence ratio ($E$), and $NO_x$ in the exhaust. The purpose of the analysis was to see how $NO_x$ depends on $E$ and $C$. Cleveland and Devlin (1988) have more details about the data and an analysis using the multivariate loess. Breiman (1991) analyzed the same data using the $\Pi$ method. We followed Cleveland and Devlin (1988) by taking the cube root transformation of $NO_x$. Since $C$ only varied on 5 distinct values, we could treat it both as a continuous covariate and as a discrete covariate, which we did in different analyses.
Table 5.2: Diagnostics for NOX Model: Continuous C.

<table>
<thead>
<tr>
<th></th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_{1,2}$</th>
<th>$e$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>1.08</td>
<td>1.07</td>
<td>1.02</td>
<td></td>
<td>$R^2 = .971$</td>
</tr>
<tr>
<td>$\cos(e, \cdot)$</td>
<td>0.04</td>
<td>0.00</td>
<td>0.07</td>
<td>1</td>
<td>0.18</td>
</tr>
<tr>
<td>$\cos(z, \cdot)$</td>
<td>0.96</td>
<td>-0.02</td>
<td>0.04</td>
<td>0.18</td>
<td>1</td>
</tr>
<tr>
<td>$|\cdot|$</td>
<td>10.80</td>
<td>2.43</td>
<td>1.70</td>
<td>1.31</td>
<td>10.57</td>
</tr>
</tbody>
</table>

Table 5.3: Diagnostics for NOX Model: Discrete C.

<table>
<thead>
<tr>
<th></th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_{1,2}$</th>
<th>$e$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>1.06</td>
<td>1.08</td>
<td>1.02</td>
<td></td>
<td>$R^2 = .974$</td>
</tr>
<tr>
<td>$\cos(e, \cdot)$</td>
<td>0.04</td>
<td>-0.00</td>
<td>0.06</td>
<td>1</td>
<td>0.17</td>
</tr>
<tr>
<td>$\cos(z, \cdot)$</td>
<td>0.96</td>
<td>-0.02</td>
<td>0.12</td>
<td>0.17</td>
<td>1</td>
</tr>
<tr>
<td>$|\cdot|$</td>
<td>10.65</td>
<td>2.45</td>
<td>1.68</td>
<td>1.28</td>
<td>10.57</td>
</tr>
</tbody>
</table>

The covariate $E$ was translated into [0, 1] by $t_1 = (E - .535)/.697$. First we treated $C$ as continuous and translated it by $t_2 = (C - 7.5)/10.5 \in [0, 1]$. A tensor product cubic spline fit was calculated the same way as in the pure noise example. The diagnostics are summarized in Table 5.2. $f_2$ and $f_{1,2}$ were basically orthogonal to $z$. Clearly, there wasn’t enough evidence in the data to support the $C$ main effect and the interaction.

Treating $C$ as a nominal discrete covariate, we also calculated a tensor product spline model using the terms in Table 3.2 (with $t_1$ and $t_2$ switched) with $\theta_{c,\mu} = \theta_{c,\alpha} = \theta_{\pi,\mu} = \theta_{\pi,\alpha} = \infty$. The diagnostics are summarized in Table 5.3. The conclusion remains unchanged. To exercise extra caution to protect the interaction which was declared eminent by both Cleveland and Devlin (1988) and Breiman (1991) in their analyses, we further attached five separate smoothing parameters to the slices at the five different $C$ values so the five curves are not shrunk towards each other, and calculated the cross-validated fit and evaluated the ANOVA decomposition with the side conditions $\int_0^1 f dt_1 = \sum_C f = 0$ at the design points. The diagnostics are summarized in Table 5.4. Despite the special protection, the $C$ main effect and the interaction are still beyond our sights.

We finally calculated a cubic spline fit of $NOX^{1/3}$ on $E$, which is plotted in Figure 5.1 together with the point-wise 1.96σ Bayesian confidence intervals.
Table 5.4: Diagnostics for NOX Model: Separate $\theta$ for Different $C$.

<table>
<thead>
<tr>
<th></th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_{1,2}$</th>
<th>$e$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>1.05</td>
<td>1.06</td>
<td>1.01</td>
<td>$R^2 = .979$</td>
<td></td>
</tr>
<tr>
<td>$\cos(e, \cdot)$</td>
<td>0.06</td>
<td>0.00</td>
<td>0.12</td>
<td>1</td>
<td>0.17</td>
</tr>
<tr>
<td>$\cos(z, \cdot)$</td>
<td>0.96</td>
<td>-0.02</td>
<td>0.19</td>
<td>0.17</td>
<td>1</td>
</tr>
<tr>
<td>$| \cdot |$</td>
<td>10.55</td>
<td>2.31</td>
<td>1.84</td>
<td>0.91</td>
<td>10.57</td>
</tr>
</tbody>
</table>

Figure 5.1: The NOX Model. The dashed line is the cross-validated cubic spline fit. The dotted lines are point-wise 1.96$\sigma$ Bayesian confidence intervals. The data are superimposed as stars.
5.3 Ozone data

The data are 330 daily measurements of ozone concentration and eight other meteorological variables in the Los Angeles basin in 1976. The purpose of the analysis is to build a predictive model of the ozone concentration on the other variables. The data were analyzed by Breiman and Friedman (1985) using ACE and by Buja et al. (1989) using additive regression models. A data description, a scatter plot matrix of the data, and a comparative study of various modeling techniques applied on the data can be found in Section 10.3 of Hastie and Tibshirani (1990). We used the variable code of Hastie and Tibshirani (1990) in our analysis (except that humidity is shortened as hum), and followed their suggestion in taking the log transform of the ozone concentration as the response. From the scatter plot matrix, the three variables vh, temp, and ibh are highly linearly correlated, and we picked vh and discarded the other two in our analysis. We also discarded the variable wind which showed no relation with any of the other variables. A square root transform is applied to the variable vis to make it more uniformly scattered on its range.

Our first attempt was to fit a model on the variables vh, hum, ibh, dpg, and vis. The translation $(\cdot - \min)/(\max - \min)$ was applied to all the variables to map the data into $[0, 1]^5$. Instead of the cubic spline marginals, we first used the linear spline marginals with the penalty $J(f) = \int_0^1 f^2$ and the RK decomposition $R = R_c + R_s = 1 + [k_1(s)k_1(t) + k_2(|s - t|)]$ under the side condition $\int_0^1 f = 0$. Linear splines give rougher looking fits but the main features of the fits are the same as those of cubic spline fits; see Gu and Wahba (1991 a). A term in the ANOVA decomposition with a tensor product spline on $[0, 1]^5$ with linear spline marginals has exactly one smoothing parameter, while a two-factor interaction with cubic spline marginals can have as many as four. This is a computational advantage of linear splines over cubic splines in a multivariate setup since the cost of computing is proportional to the number of free smoothing parameters; see Gu and Wahba (1991 a). We included the five main effects and the ten pairwise two-factor interactions of the five variables, altogether 16 terms (including the unpenalized constant). The cross-validated fit has a $R^2 = 0.741$. The 7 terms with small $\cos(z, f)$ and very small $\|f\|$ are listed in Table 5.5. Note that these are all the pairwise interactions except those among the three variables vh, ibh, and vis. A refit was calculated with the terms in Table 5.5 deleted. The diagnostics are summarized in Table 5.6, where the last line records the maximum ratio (in absolute value) on the design points of the posterior mean over the posterior standard deviation of each term. It can be seen that
Table 5.5: Diagnostics for Ozone Data: Noise Interactions.

<table>
<thead>
<tr>
<th></th>
<th>( f_{vh, \text{hum}} )</th>
<th>( f_{vh, \text{dpq}} )</th>
<th>( f_{\text{hum,ibh}} )</th>
<th>( f_{\text{hum,dpq}} )</th>
<th>( f_{\text{hum,vis}} )</th>
<th>( f_{\text{ibh,dpq}} )</th>
<th>( f_{\text{dpq,vis}} )</th>
<th>( e )</th>
<th>( z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \cos(z,\cdot) )</td>
<td>0.59</td>
<td>0.57</td>
<td>0.21</td>
<td>0.38</td>
<td>0.20</td>
<td>0.16</td>
<td>0.18</td>
<td>0.53</td>
<td>1</td>
</tr>
<tr>
<td>( | \cdot | )</td>
<td>0.03</td>
<td>0.00</td>
<td>2.32</td>
<td>0.00</td>
<td>0.00</td>
<td>1.28</td>
<td>0.00</td>
<td>5.23</td>
<td>13.57</td>
</tr>
</tbody>
</table>

Table 5.6: Diagnostics for Ozone Data: Linear Spline Fit.

<table>
<thead>
<tr>
<th></th>
<th>( f_{vh} )</th>
<th>( f_{\text{hum}} )</th>
<th>( f_{\text{ibh}} )</th>
<th>( f_{\text{dpq}} )</th>
<th>( f_{\text{vis}} )</th>
<th>( f_{\text{vh,ibh}} )</th>
<th>( f_{\text{vh,vis}} )</th>
<th>( f_{\text{ibh,vis}} )</th>
<th>( e )</th>
<th>( z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa )</td>
<td>1.78</td>
<td>2.92</td>
<td>4.80</td>
<td>2.73</td>
<td>2.38</td>
<td>2.33</td>
<td>1.86</td>
<td>2.30</td>
<td>( R^2 = .667 )</td>
<td></td>
</tr>
<tr>
<td>( \cos(e,\cdot) )</td>
<td>0.05</td>
<td>0.09</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.11</td>
<td>0.13</td>
<td>0.14</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>( \cos(z,\cdot) )</td>
<td>0.63</td>
<td>0.37</td>
<td>0.67</td>
<td>0.42</td>
<td>0.48</td>
<td>0.48</td>
<td>0.41</td>
<td>0.50</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>( | \cdot | )</td>
<td>6.35</td>
<td>0.62</td>
<td>1.27</td>
<td>3.70</td>
<td>2.73</td>
<td>1.02</td>
<td>0.57</td>
<td>2.14</td>
<td>6.55</td>
<td>13.57</td>
</tr>
<tr>
<td>( \max(f/\sigma_f) )</td>
<td>8.67</td>
<td>1.27</td>
<td>1.89</td>
<td>4.52</td>
<td>3.95</td>
<td>1.84</td>
<td>1.07</td>
<td>3.53</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( f_{\text{hum}}, f_{\text{ibh}}, f_{\text{vh,ibh}}, \) and \( f_{\text{vh,vis}} \) are very weak, both in that their norms are small and in that their point-wise 1.96\( \sigma \) Bayesian confidence intervals completely cover zero. Four of the five estimated main effects and their point-wise 1.96\( \sigma \) Bayesian confidence intervals are plotted in Figure 5.2.

A five term cubic spline refit was then calculated, including \( f_{\text{vh}}, f_{\text{ibh}}, f_{\text{dpq}}, f_{\text{vis}}, \) and \( f_{\text{ibh,vis}} \), where \( f_{\text{ibh}} \) was included because that \( \cos(z,f_{\text{ibh}}) \) in Table 5.6 is big and that the interaction \( f_{\text{ibh,vis}} \) was included. The diagnostics of the refit are summarized in Table 5.7. \( f_{\text{ibh,vis}} \) became the next target of deletion. We finally fit a cubic spline main-effect-only model with \( f_{\text{vh}}, f_{\text{ibh}}, f_{\text{dpq}}, \) and \( f_{\text{vis}} \). The diagnostics of the refit are summarized in Table 5.8. Everything looks normal. The terms in the final model are plotted in Figure 5.3.

Table 5.7: Diagnostics for Ozone Data: Cubic Spline Fit.

<table>
<thead>
<tr>
<th></th>
<th>( f_{\text{vh}} )</th>
<th>( f_{\text{ibh}} )</th>
<th>( f_{\text{dpq}} )</th>
<th>( f_{\text{vis}} )</th>
<th>( f_{\text{ibh,vis}} )</th>
<th>( e )</th>
<th>( z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa )</td>
<td>1.47</td>
<td>1.83</td>
<td>1.15</td>
<td>1.35</td>
<td>1.37</td>
<td>( R^2 = .712 )</td>
<td></td>
</tr>
<tr>
<td>( \cos(e,\cdot) )</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>1</td>
<td>0.54</td>
</tr>
<tr>
<td>( \cos(z,\cdot) )</td>
<td>0.61</td>
<td>0.68</td>
<td>0.42</td>
<td>0.42</td>
<td>0.38</td>
<td>0.54</td>
<td>1</td>
</tr>
<tr>
<td>( | \cdot | )</td>
<td>5.90</td>
<td>3.21</td>
<td>4.79</td>
<td>2.79</td>
<td>2.22</td>
<td>6.97</td>
<td>13.57</td>
</tr>
<tr>
<td>( \max(f/\sigma_f) )</td>
<td>11.84</td>
<td>1.56</td>
<td>6.47</td>
<td>2.69</td>
<td>1.62</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.2: The Linear Spline Ozone Model: Main Effects. The dashed lines are the posterior means. The dotted lines are point-wise 1.96\sigma Bayesian confidence intervals.
Figure 5.3: The Cubic Spline Ozone Model. The dashed lines are the posterior means. The dotted lines are point-wise $1.96\sigma$ Bayesian confidence intervals.
Table 5.8: Diagnostics for Ozone Data: Final Model.

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$f_{\text{vh}}$</th>
<th>$f_{\text{bh}}$</th>
<th>$f_{\text{dbk}}$</th>
<th>$f_{\text{vis}}$</th>
<th>$e_0$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.46</td>
<td>1.58</td>
<td>1.11</td>
<td>1.17</td>
<td>$R^2 = .694$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\cos(\epsilon, \cdot)$</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td>1</td>
<td>0.55</td>
</tr>
<tr>
<td>$\cos(z, \cdot)$</td>
<td>0.61</td>
<td>0.67</td>
<td>0.42</td>
<td>0.45</td>
<td>0.55</td>
<td>1</td>
</tr>
<tr>
<td>$|\cdot|$</td>
<td>6.04</td>
<td>4.22</td>
<td>4.96</td>
<td>2.02</td>
<td>7.27</td>
<td>13.57</td>
</tr>
<tr>
<td>max($f_{\sigma_f}$)</td>
<td>11.52</td>
<td>7.70</td>
<td>6.90</td>
<td>4.09</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6 A Comparison of Parametric and Nonparametric Analyses

Data analysis does not produce information. The amount of information in the output of an analysis can not exceed the amount of information contained in its input, namely the data and the assumptions. In a nonparametric analysis one assumes less, so naturally the conclusions of a nonparametric analysis shall be weaker than those of a parametric analysis based on the same data. In this section, we present simulated examples to illustrate some implications of this simple fact.

Consider $f(t_1, t_2) = 1.5 + .5(e^{3t_1} - 1) + 3\sin(2\pi t_2 - \pi)$ on $[0, 1]^2$. We generated $n = 50$ design points $(t_{1,i}, t_{2,i})$ from $U(0, 1)^2$ and calculated $y_i = f(t_{1,i}, t_{2,i}) + \epsilon_i$, where $\epsilon_i$ were generated from $N(0, 1)$. We then conducted analyses using the ordinary linear regression technique, the parametric nonlinear regression technique, and the smoothing spline technique under decreasing amount of assumptions. Note that the function $f$ is written as $f = f_0 + f_1(t_1) + f_2(t_2)$, where $f_1(0) = f_0^1 f_2 = 0$. We shall compare the point-wise confidence intervals of $f_1$ and $f_2$ from the three analyses. Note that the standard confidence intervals in a parametric analysis could be viewed as Bayesian confidence intervals under a uniform improper prior in the parametric space. Also, the simulation results of Gu and Wahba (1991 c) indicates that the coverage frequency of the Bayesian confidence intervals of Subsection 4.3, when averaged over the design points, roughly follows the nominal level in repeated experiments. Hence, these intervals are, at least remotely, comparable to each other.

In the first analysis, we fitted a linear model

$$y = \beta_1 + \beta_2(e^{3t_1} - 1) + \beta_3 \sin(2\pi t_2 - \pi) + \epsilon.$$

The least square fit gives $\hat{\beta}^T = (1.691, .463, 2.826)$ The estimated $f_1(t_1)$ and $f_2(t_2)$ are simply $\hat{\beta}_2(e^{3t_1} - 1)$ and $\hat{\beta}_3 \sin(2\pi t_2 - \pi)$ with standard deviations $s_{\hat{\beta}_2} |e^{3t_1} - 1|$ and $s_{\hat{\beta}_3} |\sin(2\pi t_2 - \pi)|$. 
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In the second analysis, we fitted a nonlinear model

\[ y = \beta_1 + \beta_2(e^{\beta_3 t_1} - 1) + \beta_4 \sin(2\pi t_2 - \beta_5) + \epsilon. \]

The least square fit gives \( \hat{\beta}^T = (1.771,.394,3.170,2.812,3.142) \). To make inferences concerning a nonlinear model, a natural approach is to calculate the linear approximation of the model at the fit, which we did. The approximating linear model in this case is

\[
y = \gamma_1 + \gamma_2(e^{\hat{\beta}_3 t_1} - 1) + \gamma_3 e^{\hat{\beta}_3 t_1} t_1 + \gamma_4 \sin(2\pi t_2 - \hat{\beta}_5) + \gamma_5 \cos(2\pi t_2 - \hat{\beta}_5) + \epsilon
\]

where \( e^{\hat{\beta}_3 t_1} = \frac{d(e^{\hat{\beta}_3 t_1} - 1)}{d\beta_3} \) and \( \cos(2\pi t_2 - \beta_5) = -d(\sin(2\pi t_2 - \beta_5))/d\beta_5 \). As expected, the least square fit gives \( \hat{\gamma}^T = (1.771,.394,.000,2.812,.000) \). Note that \( x_1(0) = x_2(0) = \int_0^1 x_3 = \int_0^1 x_4 = 0 \). The estimated \( f_1(t_1) \) is \( \hat{\beta}_2(e^{\hat{\beta}_3 t_1} - 1) = \hat{\gamma}_2 x_1(t_1) + \hat{\gamma}_3 x_2(t_1) \) with an approximate standard deviation \( s^2_{\gamma_2} x_2^2(t_1) + 2s_{\gamma_2} s_{\gamma_3} r(\hat{\gamma}_2, \hat{\gamma}_3) x_1(t_1) x_2(t_1) + s^2_{\gamma_3} x_2^2(t_1) \) \( 1/2 \). The estimated \( f_2(t_2) \) is \( \hat{\beta}_4 \sin(2\pi t_2 - \hat{\beta}_5) = \hat{\gamma}_4 x_3(t_2) + \hat{\gamma}_5 x_4(t_2) \) with an approximate standard deviation \( s^2_{\gamma_4} x_3^2(t_2) + 2s_{\gamma_4} s_{\gamma_5} r(\hat{\gamma}_4, \hat{\gamma}_5) x_3(t_2) x_4(t_2) + s^2_{\gamma_5} x_4^2(t_2) \) \( 1/2 \).

In the third analysis, we used the two different configurations of cubic splines in Section 2 on the two axes to comply with the two different side conditions \( f_1(0) = 0 \) and \( \int_0^1 f_2 = 0 \). We assumed the truth has only main effects so the interaction was eliminated. The penalty on the remaining components is \( J(f) = \theta_1^2 \int_0^1 \mathcal{J}_1 dt_1 + \theta_2^2 \int_0^1 \mathcal{J}_2 dt_2 \). The null space basis is \( \{1, t_1, t_2 - .5\} \), from which the matrix \( S \) was generated. \( R_1(s_1, t_1) = \int_0^{t_1} (s_1 - u) + (t_1 - u) + du = (3t_1 - s_1^2)/6 \) for \( s_1 \leq t_1 \), and \( R_2(s_2, t_2) = k_2(s_2) k_2(t_2) - k_4(|s_2 - t_2|) \), from which \( Q_1 \) and \( Q_2 \) were constructed. The fit has an expression

\[
f(t_1, t_2) = d_1 + d_2 t_1 + d_3 (t_2 -.5) + \sum_{i=1}^n c_i (\theta_1 R_1(t_1,i,t_1) + \theta_1 R_2(t_2,i,t_2))
\]

\[
= [d_1] + [d_2 t_1 + \theta_1 \sum_{i=1}^n c_i R_1(t_1,i,t_1)] + [d_3 (t_2 -.5) + \theta_2 \sum_{i=1}^n c_i R_2(t_2,i,t_2)],
\]

where the brackets indicate the decomposition \( f = f_0 + f_1 + f_2 \). Cross-validated fit and the related posterior standard deviations were calculated using RPKACK facilities as described in Section 4.

The results of the analyses are summarized in Figure 6.1. The two columns of Figure 6.1 correspond to the results for \( f_1 \) and \( f_2 \) respectively. The first three rows of Figure 6.1 correspond to the linear model analysis, the nonlinear model analysis, and the smoothing spline analysis.
respectively, where the solid lines are the truth, the dashed lines are the fitted, and the dotted lines are the point-wise 1.96\(\sigma\) Bayesian confidence intervals. The last row of Figure 6.1 compares the point-wise standard deviations in the three analyses, with o indicating the ordinary linear model, n indicating the nonlinear model, and s indicating the smoothing spline. As expected, the fewer the assumptions, the wider the intervals. For \(f_1\), it can be seen that the impact of \(f_1(0) = 0\) fades out much faster in the spline case than in the parametric cases. For \(f_2\), the smoothing spline is less sure about its estimate near the boundaries of the data region.

Now consider a function \(f(t_1, t_2) = 1.5 + [4(e^{3t_1} - 1) + 2(1 - e^{-2t_1})] + [2.75 \sin(2\pi t_2 - \pi) - \sin(4\pi t_2 - \pi)] = f_0 + f_1 + f_2\). Note that both \(f_1\) and \(f_2\) are just slight modifications of the previous ones. We generated new \(y_i\) by evaluating this function on the same 50 design points and adding the same 50 pseudo \(N(0, 1)\) perturbations. The maximum pairwise difference between the two sets of \(y_i\) is 1.545. The same three analyses conducted above were repeated on the new data set. The results of the analyses are summarized in Figure 6.2 with further details omitted. Based on the inaccurate assumptions, the 1.96\(\sigma\) confidence intervals in the linear model analysis missed \(f_1\) almost entirely and missed \(f_2\) over more than half of the [0,1] interval. The nonlinear parametric analysis gave a better estimate for \(f_1\) because of the extra flexibility. However, the nonlinear \(f_2\) point estimates are almost the same as in the linear model since the phase flexibility didn't help, although the interval estimates are more honest because of the extra uncertainty in the assumptions. In contrast to the parametric analyses, the performance of the smoothing spline analysis stays the same, and is comparatively better than the parametric analyses on the new data set. The conclusion is clear. More assumptions yield stronger claims, which are honest (hence better) when the assumptions are accurate, but could be misleading when the assumptions are inaccurate.

7 Discussion

With the materials presented in Sections 2 through 6, we hope to bring to our readers' attention some of the latest developments in spline smoothing, their usefulness in data analysis, and the pros and cons of a nonparametric analysis versus a parametric analysis. We omitted several important topics in our exposition, such as the thin plate splines and the smoothing of non Gaussian data. A thorough treatment can be found in Wahba (1990).

In Sections 2 and 3, discrete domain smoothing splines are described in some detail for the
Figure 6.1: A Comparison of Nonparametric Analysis and Parametric Analyses with Correct Parametric Families. (a-b): Linear; (c-d): Nonlinear; (e-f): Nonparametric; (g-h): Comparison of Standard Deviations.
Figure 6.2: A Comparison of Nonparametric Analysis and Parametric Analyses with Incorrect Parametric Families. (a-b): Linear; (c-d): Nonlinear; (e-f): Nonparametric; (g-h): Comparison of Standard Deviations.
first time, and are used as primary examples in our exposition. Although mathematically the simplest, these models are probably the least understood from a nonparametric perspective. The pure discrete models are potentially useful in handling large sparse tables, and the mixed-covariate models provide a means of conducting nonparametric analysis of covariance. Further study is needed before routine use of these models can be recommended.
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