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ABSTRACT

For $k \geq 2$ independent binomial populations, from which $X_i \sim \mathcal{B}(n_i, \theta_i), i = 1, \ldots, k,$ have been observed, the problem of selecting the population with the largest $\theta$-value and simultaneously estimating the $\theta$-parameter of the selected population is considered. Under several loss functions, Bayes decision rules are derived and studied for independent Beta-priors. A fixed sample size look ahead procedure is also considered. A numerical example is given to illustrate the performance of the procedures.

1. Introduction

Let $k \geq 2$ binomial populations be given, from which independent observations $X_i \sim B(n_i, \theta_i), i = 1, \ldots, k$, have been drawn, where $n_1, \ldots, n_k$ are assumed to be known. Suppose we want to find the population with the largest success probability, i.e. $\theta$-value, and simultaneously estimate the parameter $\theta$ of the selected population.

All results in the vast literature on ranking and selection are separate treatments of either one of the two decision problems, except two. Cohen and Sackrowitz (1988) have presented in their paper a decision-theoretic framework, but derived results only for $k = 2$ normal and uniform distributions and $n_1 = n_2$. Gupta and Miescke (1990) have extended these results for normal populations to $k \geq 2$, not necessarily equal sample sizes $n_1, \ldots, n_k$, and to a larger class of loss functions.

Estimating the mean of the selected population has been treated in the literature so far only under the assumption that the “natural” selection rule is employed, which selects in terms of the largest sample mean, i.e. in the present framework in terms of the largest $X_i/n_i, i = 1, \ldots, k$. Abughalous and Miescke (1989) have shown that in the binomial case the “natural” selection rule is not optimum if the sample sizes are not equal. Further discussions and references can be found in Gupta and Miescke (1990).

It is well known by now that the “natural” selection rule does not always perform satisfactorily under nonsymmetric models. It is more reasonable to incorporate loss due to selection and loss due to estimation in one loss function and then let both types of decision, selection and estimation, be subject to risk evaluation. Rather than “estimating
after selection”, the decision theoretic treatment leads to “selecting after estimation”, as has been pointed out by Cohen and Sackrowitz (1988). This will be shown in Section 2 in a general framework. Bayes rules for independent Beta-priors will be derived and studied in Section 3, and a fixed sample size look ahead procedure is the topic of Section 4. A numerical example from Lehmann (1975) will be reconsidered, under the present situation, at the ends of Sections 3 and 4 to illustrate the performance of the procedures derived.

2. General Framework

Let \( X = (X_1, \ldots, X_k) \) be a random vector of observations where \( X_i \sim B(n_i, \theta_i), i = 1 \ldots, k \), are independent binomially distributed with known \( n_1, \ldots, n_k \), and unknown parameters \( \theta_1, \ldots, \theta_k \) in the unit interval. The likelihood function is thus given by

\[
(1) \quad f(x|\theta) = \prod_{i=1}^{k} f_{i}(x_i|\theta_i) = \prod_{i=1}^{k} \left( \frac{n_i}{x_i} \right) \theta_i^{x_i} (1 - \theta_i)^{n_i - x_i},
\]

where \( x_i \in \{0,1,\ldots,n_i\}, \theta_i \in [0,1], i = 1, \ldots, k \).

The goal is to select that population, i.e. coordinate, which is associated with \( \theta_{[k]} = \max\{\theta_1, \ldots, \theta_k\} \), and to simultaneously estimate the \( \theta \)-value of the selected population. Since Bayes rules are the main topic of this paper, only nonrandomized decision rules need to be considered, which can be represented by

\[
(2) \quad d(x) = (s(x), \ell_s(x), x_i \in \{0,1,\ldots,n_i\}, i = 1, \ldots, k\),
\]

where \( s(x) \in \{1,2,\ldots,k\} \) is the selection rule, and where \( \ell_i(x) \in [0,1], i = 1, \ldots, k \), is a collection of \( k \) estimates of \( \theta_i, i = 1, \ldots, k \), respectively, available at selection.

The loss function is assumed to be a member of the following class

\[
(3) \quad L(\theta, (s, \ell_s)) = A(\theta, s) + B(\theta, s)[\theta_s - \ell_s]^2,
\]
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which represents the combined loss at $\theta$, if population (i.e. coordinate) $s$ is selected and $\ell_s$ is used as an estimate of $\theta_s$. Two special types of loss functions will be considered later on in connection with conjugate Beta-priors. The first is called

**Additive Type:**

$$A_1(\theta, s) = \theta_k - \theta_s, \text{ or } A_2(\theta, s) = \theta_s^{-c}(1 - \theta_s)^d, c, d \geq 0.$$

$$B_1(\theta, s) \equiv \rho, \text{ or } B_2(\theta, s) = \rho[\theta_s(1 - \theta_s)]^{-1}, \rho \geq 0.$$

Hereby, any choice of $A_1$ or $A_2$ represents loss due to selection, $B_1$ controls the relative importance of selection and estimation, and $B_2$ adjusts also the precision of the estimate $\ell_s$ to the position of $\theta_s$ in $[0, 1]$. A justification of the latter will be given later. The second type is called

**Multiplicative Type:**

$$A_3(\theta, s) \equiv 0, \text{ and } B_3(\theta, s) = \theta_s^{-c}(1 - \theta_s)^d, c, d \geq 0.$$

Hereby, any choices of loss due to selection, relative importance of selection and estimation, and adjustment (or non-adjustment) of the precision of the estimate to the position of the parameter is represented by the two parameters $c$ and $d$.

In the Bayes approach, let the vector of $k$ unknown parameters be random and denoted by $\Theta$. The prior is assumed to have a density $\pi(\theta, \theta \in [0, 1]^k$, with respect to the Lebesgue measure, with posterior density denoted by $\pi(\theta|\mathcal{G})$ and marginal posterior densities $\pi_i(\theta_i|\mathcal{G}), i = 1, \ldots, k$. In the latter, index $i$ at $\pi_i$ will be suppressed for simplicity whenever it is clear from the context what is meant.
As has been mentioned in the Introduction, the decision theoretic treatment of the combined selection-estimation problem leads to “selection after estimation”, which was first pointed out by Cohen and Sackrowitz (1988). Similar to Lemma 1 in Gupta and Miescke (1990), the following extension can be seen to hold.

**Lemma 1.** Let \( \ell_i^*(\bar{x}) \) minimize \( E\{B(\Theta, i)[\Theta_i - \ell_i^*]^2|X = \bar{x}\} \) for \( \ell_i \in [0, 1], i = 1, \ldots, k \).

Furthermore, let \( s^*(\bar{x}) \) minimize \( E\{A(\Theta, i) + B(\Theta, i)[\Theta_i - \ell_i^*]^2|X = \bar{x}\}, i = 1, \ldots, k \).

Then the Bayes rule, at \( X = \bar{x} \), is \( d^*(\bar{x}) = (s^*(\bar{x}), \ell_{s^*}(\bar{x})) \).

We can get some steps further ahead toward finding the Bayes rule explicitly under a loss of the additive or multiplicative type and independent Beta priors, if we restrict considerations to those situations \( \bar{X} = \bar{x} \), where \( B(\theta, i)\pi(\theta|\bar{x}) \) is integrable on \([0, 1]^k\) and has second moments of \( \theta_i, i = 1, \ldots, k \). Cases where this does not hold will not cause any major problems. They occur, if at all, at the lower ends of the ranges of \( X_1, \ldots, X_k \). For \( i = 1, \ldots, k \), let

\[
\tilde{\pi}_i(\theta_i|\bar{x}) = \pi(\theta_i|\bar{x}) / \int_{0}^{1} \pi(\mu|\bar{x})d\mu, \text{ where}
\]

\[\tau_i(\theta_i|\bar{x}) = \int_{[0,1]^{k-1}} B(\theta, i)\pi(\theta|\bar{x})d\bar{\theta}_i, \text{ and}
\]

\[\bar{\theta}_i = (\theta_1, \ldots, \theta_{i-1}, \theta_{i+1}, \ldots, \theta_k).\]

Then we can state the following result.

**Theorem 1.** At every \( X = \bar{x} \), for which \( \tilde{\pi}_i(\theta_i|\bar{x}) \) exists and has second moments, \( i = 1, \ldots, k \), the Bayes rule \( d^*(\bar{x}) \) satisfies \( \ell_i^*(\bar{x}) = E^{\tilde{\pi}_i(\cdot|\bar{x})}(\Theta_i), i = 1, \ldots, k \), and \( s^*(\bar{x}) \) minimizes \( E^{\pi(\cdot|\bar{x})}(A(\Theta, i)) + E^{\pi(\cdot|\bar{x})}(B(\Theta, i)) \text{ Var}^{\tilde{\pi}_i(\cdot|\bar{x})}(\Theta_i), i = 1, \ldots, k \).

**Proof:** Suppose that at \( X = \bar{x} \), the \( i \)-th population is selected. Then, by Lemma 1, \( \ell_i^*(\bar{x}) \)
has to minimize

\[ (5) \quad E\{B(\Theta_i, i) | \Theta_i - \ell_i|^2 | X = \bar{x} \} \]

as a function of \( \ell_i \in [0, 1] \). If now \( \tilde{\pi}_i(\theta_i | \bar{x}) \) exists, the conditional expectation (5) can be written as

\[ (6) \quad \int_{[0,1]} [\theta_i - \ell_i]^2 \tilde{\pi}_i(\theta_i | \bar{x}) d\theta_i \int_{[0,1]}^* B(\theta, i) \pi(\theta | \bar{x}) d\theta. \]

Thus, if \( \tilde{\pi}_i(\theta_i | \bar{x}) \) has a second moment, the minimum of (6) as a function of \( \ell_i \in [0,1] \) occurs at

\[ (7) \quad \ell_i^*(\bar{x}) = \int_{[0,1]} \theta_i \tilde{\pi}_i(\theta_i | \bar{x}) d\theta_i = E_{\tilde{\pi}_i(\cdot | \bar{x})}(\Theta_i), \]

and the minimum of (6) turns out to be the product of the variance of \( \tilde{\pi}_i(\cdot | \bar{x}) \) with the expectation of \( B(\Theta, i) \) under \( \pi(\cdot | \bar{x}) \).

Once the best estimate \( \ell_i^*(\bar{x}) \) has been found for a possible use in connection with selection of the i-th population, \( i = 1, \ldots, k \), the optimum selection \( s^*(\bar{x}) \) minimizes the sum of the expectation of \( A(\Theta, i) \) under \( \pi(\cdot | \bar{x}) \) and the product of the variance of \( \tilde{\pi}_i(\cdot | \bar{x}) \) with the expectation of \( B(\Theta, i) \) under \( \pi(\cdot | \bar{x}) \), \( i = 1, \ldots, k \). This completes the proof of the theorem.

**Remark 1.** As we have seen, the proof of Theorem 1 proceeds componentwise. Thus, this approach can be used also in other situations where the assumptions of the theorem are fulfilled only for some \( i \in M(\bar{x}) \subseteq \{1, \ldots, k\} \), say. For these populations \( i \in M(\bar{x}) \), one may just proceed as in the proof. On the other hand, for every \( j \notin M(\bar{x}) \), one has to
find $\ell_j^*(\bar{z})$ by minimizing, as a function of $\ell_j \in [0, 1]$,

\begin{equation}
\int_{[0,1]^k} [\theta_j - \ell_j]^2 B(\theta, j) \pi(\theta | \bar{z}) d\theta,
\end{equation}

which gives $\ell_j^*(\bar{z})$, and to use its minimum value as a substitute for the non-existing product of the variance of $\bar{\pi}_j(\cdot | \bar{z})$ with the expectation of $B(\bar{Q}, j)$ under $\pi(\cdot | \bar{z})$ in the final minimization step that leads to $s^*(\bar{z})$, i.e. the optimum selection.

**Remark 2.** It should be pointed out that all optimum estimates $\ell_i^*(\bar{z}), i = 1, \ldots, k$, considered are the usual Bayes estimates if selection is ignored and estimation is restricted to one population at a time.

### 3. Bayes Rules for Beta-Priors

In this section, we will derive the Bayes rules $d^*(\bar{z})$ explicitly and discuss their properties, assuming that the loss (3) is of the additive or multiplicative type and that a priori, $\Theta_1, \ldots, \Theta_k$ are independent and follow $k$ given Beta distributions. To recall briefly some well-known facts, a random variable $\Theta$ is Beta-distributed with parameters $\alpha, \beta > 0$, if it has the density

\begin{equation}
\pi(\theta) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)} \theta^{\alpha-1}(1 - \theta)^{\beta-1}, \theta \in [0, 1].
\end{equation}

Its expectation and variance are given, respectively, by

\begin{equation}
E^\pi(\Theta) = \frac{\alpha}{\alpha + \beta} \text{ and } Var^\pi(\Theta) = \frac{\alpha \beta}{(\alpha + \beta)^2 (\alpha + \beta + 1)}.
\end{equation}

This family of $\mathcal{B}(\alpha, \beta), \alpha > 0, \beta > 0$, is conjugate to the binomial family, since the posterior distributions are again of the Beta-type. More precisely, if $\Theta \sim \mathcal{B}(\alpha, \beta)$ and $X$, given
\( \Theta = \theta \), is \( B(n, \theta) \), then \( \Theta \), given \( X = x \), follows a \( B(\alpha + x, \beta + n - x) \) distribution, which is called the posterior of \( \Theta \) at \( X = x \), \( x \in \{0, 1, \ldots, n\} \). If finding the Bayes rule is our only concern, the marginal distribution of \( X \) does not need to be considered. It is only relevant for averaging posterior expected loss, i.e. posterior risk. Although this will not be done before Section 4, let us give it already here for the sake of simplicity and completeness.

The probability that \( X \) is equal to \( x \) is given by

\[
(11) \quad m(x) = \binom{n}{x} \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \frac{\Gamma(\alpha + x)\Gamma(\beta + n - x)}{\Gamma(\alpha + \beta + n)}, \quad x = 0, 1, \ldots, n,
\]

which is a Pólya-Eggenberger distribution with the four parameters \( n, \alpha, \beta, \) and 1, cf. Johnson and Kotz (1969), p. 230. Its expectation and variance are given, respectively, by

\[
(12) \quad E(X) = n \frac{\alpha}{\alpha + \beta} \quad \text{and} \quad \text{Var}(X) = \frac{n\alpha\beta(\alpha + \beta + n)}{(\alpha + \beta)^2(\alpha + \beta + 1)}.
\]

Finally, it should be mentioned that three of the four noninformative priors presented in Berger (1985), p. 89, fit into our present framework: The uniform distribution \( B(1, 1) \), which makes the marginal distribution of \( X \) uniform as well, the proper prior \( B(\frac{1}{2}, \frac{1}{2}) \), and the improper prior which one gets as a limit of \( B(\alpha, \beta) \) as \( \alpha \) and \( \beta \) tend to zero, i.e. the function \( \pi(\theta) = [\theta(1 - \theta)]^{-1} \), which is not integrable on the unit interval but can be used to derive generalized Bayes rules.

After these preliminary considerations, we are now ready to derive and study the Bayes rules in the given framework. Let the likelihood function be given by (1), and assume that a priori \( \Theta_i \sim B(\alpha_i, \beta_i), i = 1, \ldots, k \), are independent, where the \( \alpha \)'s and \( \beta \)'s are all known. It follows then that a posteriori, given \( X = x, \Theta_i \sim B(\alpha_i + x_i, \beta_i + n_i - x_i), i = 1, \ldots, k \),
are independent. Moreover, in the marginal distribution of $X, X_1, \ldots, X_k$ are independent and $P\{X_i = x_i\}$ is given by (11) with $n, x, \alpha, \text{ and } \beta$ indexed by $i, i = 1, \ldots, k.$

First, let us study the Bayes rules for losses of the additive type. Among other interesting facts we shall see that $B_1$ has an undesirable effect for large values of $\rho$ which makes then $B_2$ preferable, and that $A_1$ leads to the same Bayes rules as $A_2$ with $c = 0$ and $d = 1$. It is natural to consider the simplest situation at the beginning which is the case of $A = A_1$ and $B = B_1$ in (3), i.e. the loss function

\begin{equation}
L(\theta_i(s, \ell_s)) = \theta_{[k]} - \theta_s + \rho[\theta_s - \ell_s]^2.
\end{equation}

Lemma 1 is sufficient to find here the Bayes rule $\hat{d}^*(\underline{\theta})$ conveniently since $B(\theta, i) \equiv \rho$. The optimum estimates are found to be $\ell_i^*(\underline{\theta}) = (\alpha_i + x_i)/(\alpha_i + \beta_i + n_i), i = 1, \ldots, k$, the usual Bayes estimates for the single component estimation problems under squared error loss, and $s^*(\underline{x})$ minimizes for $i = 1, \ldots, k$, $E\{\theta_{[k]}|X = \underline{x}\} - \ell_i^*(\underline{x}) + \frac{\rho}{\alpha_i + \beta_i + n_i + 1} \ell_i^*(\underline{x})[1 - \ell_i^*(\underline{x})]$.

The undesirable effect mentioned above comes from the fact that the posterior variance of $\Theta_i, i \in \{1, \ldots, k\}$,

\begin{equation}
\text{Var}\pi(\cdot|\underline{x})(\Theta_i) = (\alpha_i + \beta_i + n_i + 1)^{-1} \ell_i^*(\underline{x})[1 - \ell_i^*(\underline{x})]
\end{equation}

decreases as $\ell_i^*(\underline{x})$ moves away from 0.5 in either direction. This causes a similar behavior of (14) if $\rho > \alpha_i + \beta_i + n_i + 1$. In such a case, if all $k$ estimates are close to zero, $s^*(\underline{x})$ would favor smaller estimates because of a smaller posterior risk due to estimation.

From (14) one can see also that the term $E\{\theta_{[k]}|X = \underline{x}\}$ has no influence at all on the determination of the Bayes rule. It could as well be replaced by 1, i.e. $A_1$ could be
replaced by $A_2$ with $c = 0$ and $d = 1$ in the loss function without any change in the Bayes rule $d^*(\underline{x})$.

The next case to be considered is a loss function which combines $A = A_1$ and $B = B_2$ in (3), i.e.

$\begin{align*}
L(\theta, (s, \ell_s)) = \theta[k] - \theta_s + \rho[\theta_s(1 - \theta_s)]^{-1}[\theta_s - \ell_s]^2.
\end{align*}$

We do not yet replace $\theta[k]$ by 1 since in Section 4, this loss function will be used to derive a fixed sample size look ahead procedure, where it is not obvious from the beginning that $A = A_2$ with $c = 0$ and $d = 1$ gives the same rule as $A = A_1$ does. To simplify the presentation, let us first look at the Bayes rules for $\alpha_i > 1$ and $\beta_i > 1, i = 1, \ldots, k$. To apply Theorem 1, one can see from its definition (4) that $\hat{\pi}_i(\cdot|\underline{x})$ is a $\mathcal{B}(\alpha_i + x_i - 1, \beta_i + n_i - x_i - 1)$-density, and therefore the optimum estimates are $\ell_{i}^*(\underline{x}) = (\alpha_i + x_i - 1)/(\alpha_i + \beta_i + n_i - 2), i = 1, \ldots, k$. The variance of $\Theta_i$ under $\hat{\pi}_i(\cdot|\underline{x})$ is readily available from (10), and the expectation of $[\Theta_i(1 - \Theta_i)]^{-1}$ under $\pi(\cdot|\underline{x})$ is found from (9) by manipulating the normalizing factor of the associated Beta-density. Finally, $s^*(\underline{x})$ is found to minimize

$\begin{align*}
E\{\Theta[k]|X = \underline{x}\} - \frac{\alpha_i + x_i}{\alpha_i + \beta_i + n_i} + \frac{\rho}{\alpha_i + \beta_i + n_i - 2}.
\end{align*}$

Adjustments for the general case of positive $\alpha$'s and $\beta$'s are to be made as follows. If $\alpha_i \leq 1$ and $x_i = 0$, then $\ell_{i}^*(\underline{x}) = 0$, and the last summand in (17) for that particular $i$ changes to $\rho \alpha_i/(\beta_i + n_i - 1)$. Similarly, if $\beta_i \leq 1$ and $x_i = n_i$, then $\ell_{i}^*(\underline{x}) = 1$, and the last summand in (17) changes to $\rho \beta_i/(\alpha_i + n_i - 1)$.

The last case of an additive type loss function is a choice of $A = A_2$ in (3), combined with $B = B_1$ or $B = B_2$. In view of Theorem 1 and the results derived so far concerning
$B$, what remains to be found is that for $i = 1, \ldots, k$,

\begin{equation}
E\{A_2(\Omega, i)|X = \bar{x}\} \frac{\Gamma(\alpha_i + x_i - c)\Gamma(\beta_i + n_i - x_i + d)\Gamma(\alpha_i + \beta_i + n_i)}{\Gamma(\alpha_i + \beta_i + n_i + d - c)\Gamma(\alpha_i + x_i)\Gamma(\beta_i + n_i - x_i)}
\end{equation}

if $\alpha_i + x_i > c$, whereas it is infinity if $\alpha_i + x_i \leq c$. Thus, the Bayes rule $d^*(\bar{x})$ exists if $x_i > c - \alpha_i$ for at least one $i \in \{1, \ldots, k\}$. The latter is guaranteed for all $\bar{x}$, if $c < \alpha_i$ for at least one $i \in \{1, \ldots, k\}$. The explanation of the possibility of a nonexistent Bayes rule for $\alpha_1, \ldots, \alpha_k \leq c$ is quite simple. Obviously, $A_2$ does not only favor selection of $\theta$-values close to $\theta_{[k]}$, but it requires the selected $\theta$-value to be close to one.

Two particular loss functions only will be considered here for brevity. The Bayes rule for the loss function

\begin{equation}
L(\bar{\theta}_i(s, \ell_s)) = \theta_i^{-1} + \rho[\theta_s(1 - \theta_s)]^{-1}[\theta_s - \ell_s]^2
\end{equation}

employs the estimates $\ell_i^*(\bar{x}), i = 1, \ldots, k$, which are given below of (16), and $s^*(\bar{x})$ minimizes, for $i = 1, \ldots, k$,

\begin{equation}
\frac{\beta_i + n_i - x_i}{\alpha_i + x_i - 1} + \frac{\rho}{\alpha_i + \beta_i + n_i - 2},
\end{equation}

whereas under the loss function

\begin{equation}
L(\bar{\theta}_i(s, \ell_s)) = (1 - \theta_s)^2 + \rho(\theta_s - \ell_s)^2,
\end{equation}

$\ell_i^*(\bar{x}), i = 1, \ldots, k$, are those given below of (13), and $s^*(\bar{x})$ minimizes for $i = 1, \ldots, k$,

\begin{equation}
\left[1 + \frac{\rho - (\alpha_i + \beta_i + n_i)}{\alpha_i + \beta_i + n_i + 1}\ell_i^*(\bar{x})\right][1 - \ell_i^*(\bar{x})].
\end{equation}
It is interesting to note that the undesirable effect of (14) mentioned there applies also in this case.

At the end of this section, Bayes rules for loss functions of the multiplicative type will be studied. Let

\[
L(\theta, (s, \ell_s)) = \theta_s^{-c}(1 - \theta_s)^d[\theta_s - \ell_s]^2, c, d \geq 0.
\]

(23) To apply Theorem 1, with \( A \equiv 0 \) and \( B(\theta, s) = \theta_s^{-c}(1 - \theta_s)^d \), one can see from (4) that \( \tilde{\pi}_i(\cdot | \underline{x}) \) is a \( \text{Be}(\alpha_i + x_i - c, \beta_i + n_i - x_i + d) \)-density whenever \( \alpha_i + x_i > c, i = 1, \ldots, k \). Thus from (10) it follows that \( \ell_i^*(\underline{x}) = (\alpha_i + x_i - c)/(\alpha_i + \beta_i + n_i + d - c) \), if \( \alpha_i + x_i > c \), and one can see easily that \( \ell_i^*(\underline{x}) = 0 \), otherwise, \( i = 1, \ldots, k \).

For \( \alpha_i + x_i > c \), the expectation of \( B(\Theta, i) \) under \( \pi(\cdot | \underline{x}) \) can be found by manipulating normalizing factors of Beta-densities, and the variance of \( \Theta_i \) under \( \tilde{\pi}_i(\cdot | \underline{x}) \) is provided by (10). Finally, the product of the two, which enters the minimization step of \( s^*(\underline{x}) \), turns out to be

\[
(24) \quad \frac{1}{\alpha_i + \beta_i + n_i + d - c} \frac{\Gamma(\alpha_i + \beta_i + n_i)\Gamma(\alpha_i + x_i - c + 1)\Gamma(\beta_i + n_i - x_i + d + 1)}{\Gamma(\alpha_i + x_i)\Gamma(\beta_i + n_i - x_i)\Gamma(\alpha_i + \beta_i + n_i + d - c + 2)}.
\]

If for some \( i \in \{1, \ldots, k\}, \alpha_i + x_i \leq c - 2 \), then the value in (24) has to be replaced by infinity. And if \( c - 2 < \alpha_i + x_i \leq c \), then the replacement value equals

\[
(25) \quad \frac{\Gamma(\alpha_i + \beta_i + n_i)\Gamma(\alpha_i + x_i - c + 2)\Gamma(\beta_i + n_i - x_i + d)}{\Gamma(\alpha_i + x_i)\Gamma(\beta_i + n_i - x_i)\Gamma(\alpha_i + \beta_i + n_i + d - c + 2)}.
\]

Only one special case will be considered for brevity. For \( c = 0 \) and \( d = 2 \), we have \( \ell_i^*(\underline{x}) = (\alpha_i + x_i)/(\alpha_i + \beta_i + n_i + 2), i = 1, \ldots, k \). And since \( \alpha_i + x_i > c \) holds, (24) is used in the minimization step of \( s^*(\underline{x}) \) for all \( i = 1, \ldots, k \).
Selecting the largest of \( k \) success probabilities without estimating the selected parameter \( \theta \) has been treated previously by Abughalous and Miescke (1989). Some fundamental properties of the Bayes selection rule have been shown there to hold under all permutation symmetric priors and for all monotone, permutation invariant loss functions. Among others, one is that population \( i \) is preferred over population \( j \) if \( x_i \geq x_j \) and \( n_i - x_i \leq n_j - x_j \) holds simultaneously with at least one strict inequality. These properties are lost when estimation is incorporated in the loss function, as in the present study.

To conclude this section, let us consider an example of real data, which was presented previously in Lehmann (1975), pp. 320–321. As it is reported there, the data are taken from Rope, “Opinion Conflict and School Support”, as cited by Walker and Lev (1953). In a public poll, the following replies were obtained from a sample of 1,464 persons on the question (among others): “Do you think tax money should, or should not, be spent on nursery schools for children less than four and a half years old?”

<table>
<thead>
<tr>
<th>Reply/Age</th>
<th>20–34</th>
<th>35–54</th>
<th>Over 54</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unfavorable</td>
<td>377</td>
<td>417</td>
<td>160</td>
<td>954</td>
</tr>
<tr>
<td>No Opinion</td>
<td>35</td>
<td>50</td>
<td>25</td>
<td>110</td>
</tr>
<tr>
<td>Favorable</td>
<td>153</td>
<td>182</td>
<td>65</td>
<td>400</td>
</tr>
<tr>
<td>Total</td>
<td>565</td>
<td>649</td>
<td>250</td>
<td>1,464</td>
</tr>
</tbody>
</table>

According to Lehmann: “Actually, the sample in this study was not simple random but highly stratified.” Thus, we can assume here that \( k = 3 \) independent samples were taken from age groups \( A_1 \) (20–34), \( A_2 \) (35–54), and \( A_3 \) (Over 54) with sample sizes \( n_1 = 565, \ n_2 = 649, \) and \( n_3 = 250 \), respectively.

Let us suppose for a moment that the above data had been actually the result of a simple random sample. If the proportions of the three age groups in the total population
are known, which appears to be a realistic assumption, then that part of the likelihood relevant for Bayesian decision making turns out to be exactly the same as above in the case of stratified sampling. Therefore, one realizes that there are various situations in empirical studies where independent samples of unequal sizes have to be examined.

Let us consider now the problem where we want to find that age group which is associated with the largest proportion of persons having an unfavorable opinion, and simultaneously estimate the selected proportion. By assuming that a priori, the breakdown of persons who are having no unfavorable opinion into those with no opinion and those being favorable has no influence on the tendency of persons to be unfavorable, we can combine the second and the third reply class into one single reply class. Then one can see that for the Bayes decisions the relevant part of the likelihood is the same as that of $k = 3$ independent binomial samples with sample sizes $n_1 = 565$, $n_2 = 649$, $n_3 = 250$, numbers of success $x_1 = 377$, $x_2 = 417$, $x_3 = 160$, and success rates $x_1/n_1 = .6673$, $x_2/n_2 = .6425$, $x_3/n_3 = .6400$, respectively. The three standard 95%-confidence intervals for the proportions, using normal approximation, have all their half-widths larger than .0368, and even a more refined paired comparison approach as it is described in Hochberg and Tamhane (1987), p. 275, would lead to the same conclusion that the rates of non-favorable persons in the three age groups do not differ.

Suppose that the parameters of the priors are $\alpha_i = \beta_i = 1$, $i = 1, 2, 3$. Then we make the following decisions. Under loss (13), $s^*(\bar{x}) = 1$ and $\ell_1^*(\bar{x}) = .6667$ whenever $\rho < 634.005$, whereas $s^*(\bar{x}) = 2$ and $\ell_2^*(\bar{x}) = .6421$ otherwise. Under loss (16), $s^*(\bar{x}) = 1$ and $\ell_1^*(\bar{x}) = .6673$ whenever $\rho < 107.290$, whereas $s^*(\bar{x}) = 2$ and $\ell_2^*(\bar{x}) = .6425$ otherwise.
Under loss (19), \( s^*(\varrho) = 1 \) and \( \ell_1^*(\varrho) = .6673 \) whenever \( \rho < 250.689 \), whereas \( s^*(\varrho) = 2 \) and \( \ell_2^*(\varrho) = .6425 \), otherwise. Under loss (21), \( s^*(\varrho) = 1 \) and \( \ell_1^*(\varrho) = .6667 \) whenever \( \rho < 437.255 \), and \( s^*(\varrho) = 2 \) and \( \ell_2^*(\varrho) = .6421 \), otherwise. Finally, under loss (23) with \( c = 0 \) and \( d = 2 \), one gets \( s^*(\varrho) = 1 \) and \( \ell_1^*(\varrho) = .6643 \).

At the end of the next section, where a fixed sample size look ahead procedure is derived, this example will be considered again.

4. A Fixed Sample Size Look Ahead Procedure

The question considered in this section is, whether it is worthwhile to take additional observations after having observed \( X_i \sim B(n_i, \theta_i), \ i = 1, \ldots, k \), if the loss is of the type (16), augmented by costs for sampling. Let

\[
L(\theta, (s, l_s)) = \theta[1] - \theta[s] + \rho[\theta[s](1 - \theta[s])]^{-1}[\theta[s] - l_s]^2 + \gamma N,
\]

where \( N = n_1 + \ldots + n_k \) and \( \gamma \) is the cost of observing one Bernoulli variable. Let a prior \( \Theta_i \sim Be(\alpha_i, \beta_i), \ i = 1, \ldots, k \), be independent, where for simplicity of presentation \( \alpha_i > 1 \) and \( \beta_i > 1 \), \( i = 1, \ldots, k \), is assumed.

If no further observations are taken, the Bayes decision is described below of (16), and the posterior Bayes risk is the minimum of (17) for \( i = 1, \ldots, k \), i.e. with \( \delta_i = 1 - 2(\alpha_i + \beta_i + n_i)^{-1} \),

\[
E\{\Theta[k] | X = \varrho\} = \max_{i=1,\ldots,k} \left[ \delta_i(\alpha_i + x_i) - \frac{\rho}{\alpha_i + \beta_i + n_i - 2} \right] + \gamma N.
\]

Suppose now that we consider taking additional observations \( Y_i \sim B(m_i, \theta_i), \ i = 1, \ldots, k \), which are mutually independent and independent of \( X_1, \ldots, X_k \). The posterior expected
risk, at $X = \bar{x}$, is seen to be

$$E\{E\{\Theta[k]|X, Y]\}|X = \bar{x}\} + \gamma(M + N)$$

$$-E\left\{\max_{i=1,\ldots,k} \left[ \frac{\Delta_i(\alpha_i + x_i + Y_i) - \rho}{\alpha_i + \beta_i + n_i + m_i - 2}\right] \middle| X = \bar{x}\right\},$$

where $\Delta_i = 1 - 2(\alpha_i + \beta_i + n_i + m_i)^{-1}$ and $M = m_1 + \ldots + m_k$. Since the first term in (28), i.e. the iterated conditional expectation, is simply $E\{\Theta[k]|X = \bar{x}\}$, $\theta[k]$ could be replaced by 1 in (26) without changing any result in this section. The following is seen now to hold.

**Theorem 2.** At $X = \bar{x}$, it is worthwhile taking these additional observations $Y_1, \ldots, Y_k$, if

$$\max_{i=1,\ldots,k} \left[ \frac{\delta_i(\alpha_i + x_i) - \rho}{\alpha_i + \beta_i + n_i - 2}\right] + \gamma M <$$

$$E\left\{\max_{i=1,\ldots,k} \left[ \frac{\Delta_i(\alpha_i + x_i + Y_i) - \rho}{\alpha_i + \beta_i + n_i + m_i - 2}\right] \middle| X = \bar{x}\right\}.$$

This result can be used in several ways depending on the sampling scheme adopted. First, one could search through all possible $m = (m_1, \ldots, m_k)$ to determine whether it is worth at all taking more observations. This fixed sample size look ahead procedure is due to Amster (1963) and discussed in Berger (1985). It is useful in situations like the present one where a fully sequential Bayes procedure is not feasible. Second, if $M = m_1 + \ldots + m_k$ is fixed predetermined, one could find the optimum allocation $m^*$, say, which maximizes the conditional expectation shown in the theorem and go ahead with additional observations using allocation $m^*$ if the inequality is met. This procedure can be called an adaptive look ahead $M$ procedure. Other possible applications of Theorem 2 are reasonable but omitted for brevity.

All that is needed to find these procedures is the conditional distribution of $Y$, given
\(X = \mathbf{x}\). Since apriori \(\Theta_1, \ldots, \Theta_k\) are independent, we have

\[
P\{Y = y | X = \mathbf{x}\} = \prod_{i=1}^{k} P\{Y_i = y_i | X_i = x_i\},
\]

and the conditional distribution of \(Y_i\), given \(X_i = x_i\), is the same as the marginal distribution of \(Y_i\) with respect to the "updated" prior \(Be(\alpha_i + x_i, \beta_i + n_i - x_i)\), i.e. in view of (11), for \(i = 1, \ldots, k\), it follows that

\[
P\{Y_i = y_i | X_i = x_i\} = \frac{\left(\frac{m_i}{y_i}\right) \Gamma(\alpha_i + \beta_i + n_i) \Gamma(\alpha_i + x_i + y_i) \Gamma(\beta_i + n_i - x_i + m_i - y_i)}{\Gamma(\alpha_i + x_i) \Gamma(\beta_i + n_i - x_i) \Gamma(\alpha_i + \beta_i + n_i + m_i)},
\]

where \(x_i \in \{0, 1, \ldots, n_i\}\) and \(y_i \in \{0, 1, \ldots, m_i\}\). This can be used quite easily in a computer program to evaluate the conditional expectation in the criterion given in Theorem 2. An upper bound to the latter is provided by replacing \(Y_i\) by \(m_i\), \(i = 1, \ldots, k\), in it.

Thus, the search through all possible \(m\) in the first described fixed sample size look ahead procedure is actually limited to a finite, typically small, collection of \(m\)'s, as the cost of additional sampling, i.e. \(\gamma M\), becomes prohibitive as \(M\) increases.

To conclude this section, let us continue the treatment of our numerical example considered at the end of the previous section. For \(\alpha_i = \beta_i = 1\), \(i = 1, \ldots, k\), (31) can be written as

\[
P\{Y_i = y_i | X_i = x_i\} = \frac{n_i + 1}{n_i + m_i + 1} \binom{n_i}{x_i} \binom{m_i}{y_i} \binom{n_i + m_i}{x_i + y_i},
\]

which can be computed with a subroutine that provides hypergeometric probabilities.

Recall that we have observed three independent samples from binomial populations (i.e. age groups 20–34, 35–54, over 54) with sample sizes \((n_1, n_2, n_3) = (565, 649, 250)\), and with numbers of successes \((x_1, x_2, x_3) = (377, 417, 160)\).
For $1 \leq m_i \leq 30$, $i = 1, 2, 3$, $\rho = 100$, and $\gamma = .0001$, the inequality (29) is achieved for various allocations of $(m_1, m_2, m_3)$. The ten largest differences between the right hand side and the left hand side of (29) occur, in ascending order, at $(30, 3, 0)$, $(29, 0, 1)$, $(29, 1, 0)$, $(30, 0, 2)$, $(30, 1, 1)$, $(30, 2, 0)$, $(29, 0, 0)$, $(30, 0, 1)$, $(30, 1, 0)$, and finally $(30, 0, 0)$ as the optimum allocation.

In the same setting, if $\rho$ is replaced by $\rho = 400$, i.e. if emphasis is shifted away from selection toward estimation, then the ten largest differences occur, in ascending order, at $(0, 30, 3)$, $(3, 30, 0)$, $(1, 30, 2)$, $(2, 30, 1)$, $(2, 30, 0)$, $(0, 30, 2)$, $(1, 30, 1)$, $(1, 30, 0)$, $(0, 30, 1)$, and finally $(0, 30, 0)$ as the optimum allocation.
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