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Summary

For $k \geq 2$ independent normal populations with unknown means and a common known variance, the problem of selecting the population with the largest mean and simultaneously estimating the mean of the selected population is considered in the decision theoretic approach following Cohen and Sackrowitz (1988). Under several loss functions with two additive components due to selection and due to estimation, Bayes decision rules are derived and studied. Both, the case of equal sample sizes and the case of unequal sample sizes are treated. The “natural” rule, which selects in terms of the largest sample mean and then estimates with the sample mean of the selected population, is critically examined in all situations considered.
1. Introduction

Let $\pi_1, \ldots, \pi_k$ be $k \geq 2$ given normal populations with unknown means $\theta_1, \ldots, \theta_k \in \mathbb{R}$, and a common known variance $\sigma^2 > 0$. Suppose we want to find the population with the largest mean and simultaneously estimate the mean of the selected population; here the observed data are $k$ independent samples of sizes $n_1, \ldots, n_k$ from $\pi_1, \ldots, \pi_k$ with sample means $X_1, \ldots, X_k$, respectively.

All results in the vast literature on ranking and selection are restricted to one of the two decision problems, except one. Cohen and Sackrowitz (1988) have presented a decision theoretic framework for the combined decision problem and derived results for the case of $k = 2$ and $n_1 = n_2$.

Selecting the population with the largest sample mean $X_{[k]}$, say, is usually called the natural selection rule, since it is the uniformly best permutation invariant selection procedure for a general class of loss functions if the sample sizes $n_1, \ldots, n_k$ are all equal. However, for unequal sample sizes, the natural selection rule loses much of its quality. In fact, under 0-1 loss, it can perform “worse than at random” if $\theta_1, \ldots, \theta_k$ are close together. This is studied in detail in Gupta and Miescke (1988).

Estimating the mean of the selected population has been considered only under the assumption that the natural selection rule is employed. Knowing that the natural estimator $X_i$ for $\theta_i$, in case of $\pi_i$ being selected, $i = 1, \ldots, k$, overestimates $\theta_{[k]} = \max\{\theta_1, \ldots, \theta_k\}$, and thus overestimates even more so the mean of the selected population, alternative estimators have been studied for the present and for other experimental models by the following authors: Sarkadi (1967), Dahiya (1974), Cohen and Sackrowitz (1982), Sackrowitz

Rather than "estimating after selection", the decision theoretic treatment of the combined selection-estimation problem leads to "selecting after estimation", as it has been pointed out by Cohen and Sackrowitz (1988). So far, however, only a few limited situations have been considered. The purpose of this study is to extend known results in several directions. First, the case of \( k > 2 \) populations needs to be considered since in selection problems alone, typical features and difficulties do not appear before \( k \) is at least equal to three. Second, for the two additive components of the loss function due to selection and due to estimation, alternatives to 0-1 loss and squared error loss, respectively, have to be examined. Zero-One loss for selection has the undesired effect of a stiff penalty for selecting a non-best population even if its mean is close to the largest mean, and absolute error loss is a reasonable alternative to squared error loss for estimation. Third, the case of unequal sample sizes \( n_1, \ldots, n_k \) has to be considered. If selection alone is under concern, better rules than the natural selection procedure have been derived in Gupta and Miescke (1988) for this purpose, all of which take into account the precisions with which the sample means \( X_1, \ldots, X_k \) represent the unknown means \( \theta_1, \ldots, \theta_k \). Thus, in the combined selection-estimation problem, where additionally the precisions of the estimates depend on the respective sample sizes, non-standard decision rules are to be expected. This will be discussed in Section 4, after a general framework has been introduced in Section 2, and the case of equal sample sizes has been treated in Section 3.
2. General Framework

Let $X = (X_1, \ldots, X_k)$ be a random vector of observations which has a density (probability function) $\frac{k}{i=1} f_i(x_i|\theta_i), x \in \mathbb{R}^k, \theta \in \Omega^k \subseteq \mathbb{R}^k$, with respect to the Lebesgue measure on $\mathbb{R}^k$ (counting measure on $\mathbb{Z}^k$). Of course $X$ may be already a collection of $k$ sufficient statistics for $\theta_1, \ldots, \theta_k$.

The goal is to select the population, i.e. coordinate, which is associated with $\theta_{[k]} = \max\{\theta_1, \ldots, \theta_k\}$, and to simultaneously estimate the $\theta$-value of the selected population. Since Bayes rules are the main topic of this paper, only nonrandomized decision rules need to be considered which are represented as follows.

(1) $d(x) = (s(x), \ell_\theta(x)), x \in \mathbb{R}^k$,

where $s(x) \in \{1, 2, \ldots, k\}$ is the selection rule, and $\ell_i(x) \in \Omega, i = 1, \ldots, k$, is a collection of $k$ estimates for $\theta_i, i = 1, \ldots, k$, respectively, available at selection.

The loss function is assumed to be additive,

(2) $L(\theta, d) = A(\theta, s) + B(\theta_s, \ell_s)$,

where $A$ represents the loss of selecting population $\pi_s$ at $\theta$, and $B$ the loss of estimating $\theta_s$ by $\ell_s$. The following examples will be considered.

(3) $A_0(\theta, s) = c - cI_{\{\theta_{[k]}\}}(\theta_s)$;

$A_1(\theta, s) = c(\theta - \theta_s)$; $B_1(\theta_s, \ell_s) = |\theta_s - \ell_s|$;

$A_2(\theta, s) = c(\theta_{[k]} - \theta_s)^2$; $B_2(\theta_s, \ell_s) = (\theta_s - \ell_s)^2$.

All combinations of $A$'s and $B$'s are reasonable in one way or another, and $c > 0$ gives relative weights to the two types of losses. However, it seems that the most appealing and
realistic combinations are

\begin{align}
\mathcal{L}_1(\theta, d) &= c(\theta[k] - \theta_*) + |\theta_* - \ell_*|, \text{ and} \\
\mathcal{L}_2(\theta, d) &= c(\theta[k] - \theta_*)^2 + (\theta_* - \ell_*)^2.
\end{align}

In the Bayes approach, let the vector of the \( k \) unknown parameters be random and denoted by \( \Theta \). Under a prior distribution of it, the posterior risk at \( X = \bar{x} \) can be represented as follows.

\begin{equation}
 r(d(\bar{x})|\bar{x}) = r_A(s(\bar{x})|\bar{x}) + r_B(s(\bar{x}), \ell_{s(\bar{x})}(\bar{x})|\bar{x}),
\end{equation}

where \( r_A(s(\bar{x})|\bar{x}) = E\{A(\Theta, s(\bar{x}))|X = \bar{x}\} \), and \( r_B(s(\bar{x}), \ell_{s(\bar{x})}(\bar{x})|\bar{x}) = E\{B(\Theta, s(\bar{x}), \ell_{s(\bar{x})}(\bar{x})|X = \bar{x}\} \).

As it has been mentioned in the Introduction, the decision theoretic treatment of the combined selection-estimation problem leads to “selecting after estimation”. This can be seen now from the following fact which is a straightforward extension of the main result in Cohen and Sackrowitz (1988).

**Lemma 1.** Let \( \ell^*_i(\bar{x}) \) minimize \( r_B(i, \ell_i(\bar{x})|\bar{x}), \) \( i = 1, \ldots, k \). Furthermore, let \( s^*(\bar{x}) \) minimize \( r_A(s(\bar{x})|\bar{x}) + r_B(s(\bar{x}), \ell^*_{s(\bar{x})}(\bar{x})|\bar{x}). \) Then the Bayes decision rule, at \( X = \bar{x} \), is \( d^*(\bar{x}) = (s^*(\bar{x}), \ell^*_{s^*(\bar{x})}(\bar{x})). \)

It should be pointed out that \( \ell^*_i(\bar{x}) \) is the usual Bayes estimate of \( \theta_i, i = 1, \ldots, k \), if estimation alone is under concern. There is no bias reduction involved which has been the main concern in papers dealing with estimation after selection mentioned in the Introduction.
Under certain circumstances, the problems of selection and estimation can be completely separated. More precisely, the following holds.

**Corollary 1.** Whenever at some \( X = x \), \( r_B(i, \ell^*_i(x)|x) \) does not depend on \( i \in \{1, 2, \ldots, k\} \), \( s^*(x) \) minimizes \( r_A(s(x)|x) \).

Let us consider briefly the selection problem by its own, i.e. assume that loss function \( B \) in (2) is zero. Then the natural selection rule \( s^N(x) \), which selects in terms of the largest \( x_i \), is known to have strong optimality properties. If the density of \( X \) is of the form \( \prod_{i=1}^{k} f(x_i|\theta_i) \), where \( f \) has monotone likelihood ratios, and if loss function \( A \) in (2) is permutation invariant and favors selection of larger \( \theta \)-values, then \( s^N \) is the best permutation invariant selection rule, uniformly in \( \theta \), i.e it is Bayes selection rule for every permutation symmetric prior. This and further results can be found in Gupta and Miescke (1984).

In combination with estimation of the parameter of the selected population, however, it can occur that in the above situation, where \( s^N \) is uniformly best invariant selection rule, \( s^N \) is not part of the Bayes rule \( d^* = (s^*, \ell^*_s) \), i.e. \( s^* \) is different from \( s^N \). More precisely, this happens when the assumption of Corollary 1 are not met. The following example illustrates this fact.

**Example 1.** Let \( X_i \sim N(\theta_i, 1), i = 1, \ldots, k \), be independent. Assume that a priori, \( \Theta_1, \ldots, \Theta_k \) are a random sample from an exponential distribution with density \( \exp(-\theta) \), \( \theta > 0 \). Finally, let \( L(\theta, d) = A(\theta, s) + (\theta_s - \ell_s)^2 \), where \( A \) is permutation invariant and favors selection of larger \( \theta \)-values.

A posterior, at \( X = x, \Theta_1, \ldots, \Theta_k \) are independent, and the posterior density of \( \Theta_i \) is \( \varphi(\theta_i - y_i)/\Phi(y_i), \theta_i > 0 \), where \( y_i = x_i - 1, i = 1, \ldots, k \), and where \( \varphi \) and \( \Phi \) denote the
density and c.d.f. of $N(0, 1)$.

Standard calculations lead to the following results for $i = 1, \ldots, k$.

\begin{equation}
\ell_i^*(\mathbf{x}) = E \{ \Theta_i | X = \mathbf{x} \} = y_i + \varphi(y_i)/\Phi(y_i), \quad \text{and} \quad r_B(i, \ell_i^*(\mathbf{x})|\mathbf{x}) = \text{Var} \{ \Theta_i | X = \mathbf{x} \} = 1 + 2y_i^2 + y_i\varphi(y_i)/\Phi(y_i) - [\varphi(y_i)/\Phi(y_i)]^2.
\end{equation}

Thus, although $s^N(\mathbf{x})$ minimizes $r_A(s(\mathbf{x})|\mathbf{x})$, $s^N$ is not equal to $s^*$, since $r_B(i, \ell_i^*(\mathbf{x})|\mathbf{x})$ depends on $i \in \{1, \ldots, k\}$ except for a Lebesgue null set.

At the end of this section, let us briefly justify the choice of a Bayes approach to the given problem by pointing out that the classical (frequentist) approach does not offer a direct analytical solution. The risk function for a decision rule $\mathbf{d}$ at parameter point $\Theta \in \mathbb{R}^k$ is given by

\begin{equation}
R(\Theta, \mathbf{d}) = E_{\mathbf{d}}[A(\Theta, s(X))] + E_{\mathbf{d}}[B(\Theta_{s(X)}, \ell_{s(X)}(X))].
\end{equation}

For one fixed given selection rule $s$, the second term can be optimized, at least approximately, in many circumstances. This has been done in the previous papers dealing with estimation of the parameter of the selected population, where $s = s^N$ has been assumed. However, to optimize $R(\Theta, \mathbf{d})$, one has to consider at least some class of possible selection rules for $s$, which appears to be not feasible. Bayes rules, on the other hand, can be found in a constructive way as it is shown in Lemma 1.

3. Independent Normal Populations With Equal Sample Sizes

Let $X_{i1}, \ldots, X_{in}$ be a sample from $N(\theta_i, \sigma^2), i = 1, \ldots, k$, where $\sigma^2 > 0$ is known, and
let all samples be independent. Let \( X_i = n^{-1} \sum_{j=1}^{n} X_{ij}, i = 1, \ldots, k \), be the sample means, which are sufficient for \( \theta \).

Assume that a priori, \( \Theta_1, \ldots, \Theta_k \) is a random sample from \( N(\mu, q) \), where \( \mu \in \mathbb{R} \) and \( q > 0 \) are known. This conjugate prior will prove to be useful in several aspects, as it has done so previously in Sackrowitz and Samuel-Cahn (1984), Cohen and Sackrowitz (1988), and Gupta and Miescke (1988). Posteriori, given \( X = \bar{x}, \Theta_i \sim N\left( \frac{\mu q_i + p \mu}{q + p}, \frac{pq}{q + p} \right), i = 1, \ldots, k \), are independent, where \( p = \sigma^2/n \). And marginally, \( X_1, \ldots, X_k \) is a sample from \( N(\mu, q + p) \).

For a slightly more general class of priors, the following result can be shown to hold.

**Theorem 1.** For the loss function \( L = A + B \) in (2), assume that \( A \) is permutation symmetric and favors selection of larger \( \theta \)-values, and that \( B \) is either \( B_1 \) or \( B_2 \) in (3). Then for every exchangeable normal prior, the Bayes rule \( d^* = (s^*, \ell_{s^*}) \) satisfies \( s^* = s_N \) and \( \ell_{s^*}(\bar{x}) = E\{\Theta_i|X = \bar{x}\}, i = 1, \ldots, k \).

**Proof:** Apriori, let \( \Theta \sim N(\mu_0, aI + b\mathbb{1}\mathbb{1}^T) \), where \( a > 0, a + kb > 0, \mathbb{1}^T = (1, 1, \ldots, 1) \), and \( I \) is the identity matrix. Then posteriori, given \( X = \bar{x}, \Theta \sim N(\ell^*(\bar{x}), aI + \beta\mathbb{1}\mathbb{1}^T) \), where \( \alpha = ap/(a + p), \beta = bp^2/[(p + a + kb)(p + a)] \), and

\[
\ell^*(\bar{x}) = E\{\Theta|X = \bar{x}\}
\]

\[
= [\alpha I + \beta\mathbb{1}\mathbb{1}^T][(a + kb)^{-1}\mu + p^{-1}\bar{x}],
\]

since \( E\{\Theta_i|X = \bar{x}\} \) minimizes \( r_B(i, \ell_i(\bar{x})|\bar{x}) \) under both \( B = B_1 \) and \( B = B_2 \). The minimum values are, respectively,

\[
r_{B_1}(i, \ell_{s^*}^*(\bar{x})|\bar{x}) = [2(\alpha + \beta)/\pi]^{1/2}, \text{ and } \]
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\[ r_{B_2}(i, \ell^*_i(x)|x) = \alpha + \beta, \]

which do not depend on \( i \in \{1, 2, \ldots, k\} \) and \( x \). The latter fact will be utilized later in this section.

Thus, the assumption of Corollary 1 is fulfilled at every \( x \in \mathbb{R}^k \), and from the discussion following Corollary 1 it follows that \( s^N(x) \) minimizes \( r_A(s(x)|x) \) at every \( x \in \mathbb{R}^k \), i.e. \( s^* = s^N \). This completes the proof of the theorem.

In the remainder of this section let us consider the natural decision procedure \( \bar{d}^N = (s_N, \ell^N_{s_N}) \), which employs the estimates \( \ell^N_i(x) = x_i, i = 1, \ldots, k \). Although from the frequentist point of view, it has the undesirable features of overestimating the largest mean and thus even more so the selected mean, \( d^N \) is generalized Bayes rule for the noninformative prior, i.e. the Lebesgue measure on \( \mathbb{R}^k \). The i.i.d. normal prior considered at the beginning of this section can be used for further examinations of \( d^N \), since for \( q \) tending to infinity, the posterior distributions tend to the formal posterior distribution associated with the noninformative prior.

As mentioned in the Introduction, typical features and difficulties in selection problems do not appear before \( k \) is at least equal to three. The following result may be considered as an example for a situation where \( k = 2 \) causes difficulties already.

**Theorem 2.** For the loss function \( L = A + B \) in (2), assume that \( A = A_0 \), and that \( B \) is either \( B_1 \) or \( B_2 \) in (3). Then the following holds. The rule \( d^N = (s^N, \ell^N_{s_N}) \) is minimax if and only if \( k = 1 \).

**Proof:** Obviously, \( \ell^N_{s_N}(x) = x_{[k]} x \in \mathbb{R}^k \). Cohen and Sackrowitz (1982) have shown that for every loss function \( L \) with \( L(0) = 0, L(z) = L(-z) \), and \( L(|z|) \) increasing in
\[ |z|, E_\theta(L(X_{[k]} - \theta_{\sigma^N(X)})) \] is maximized at \( \theta = 0 \). Thus, the maximum of \( E_\theta(|X_{[k]} - \theta_{\sigma^N(X)}|^m) \) is found to be equal to \( p(a_k^2 + b_k^2) \) for \( m = 2 \), and equal to \( p^{1/2}c_k \) for \( m = 1 \), where \( a_k^2 = \text{Var}(N_{[k]}), b_k = E(N_{[k]}), \) and \( c_k = E(|N_{[k]}|), \) and \( N_{[k]} \) is the maximum of a sample of size \( k \) from a standard normal distribution. The first fact has been shown in Sackrowitz and Samuel-Cahn (1986), and the second follows in a similar way.

The maximum of \( E_\theta(A_0(\theta, \sigma^N(X))) \) occurs also at \( \theta = 0 \), and it is equal to \( c(1 - 1/k) \), which has been shown in Gupta and Miescke (1988). Thus,

\[
\max_{\theta} \ R(\theta, \sigma^N) = \begin{cases} 
  c(1 - 1/k) + p^{1/2}c_k, & \text{if } B = B_1 \\
  c(1 - 1/k) + p(a_k^2 + b_k^2), & \text{if } B = B_2.
\end{cases}
\]

At this point it is convenient to consider the following randomized rule \( \sigma^0 \), say, which uses \( \ell_i^N(x) = x_i, i = 1, \ldots, k \), and selects, without any consideration of the data, each population with the same probability \( 1/k \). Obviously, for all \( \theta \),

\[
R(\theta, \sigma^0) = \begin{cases} 
  c(1 - 1/k) + (2p/\pi)^{1/2}, & \text{if } B = B_1 \\
  c(1 - 1/k) + p, & \text{if } B = B_2
\end{cases}
\]

which provide upper bounds to the respective minimax values. And since \( a_k^2 + b_k^2 > 1 \) as well as \( c_k > (2/\pi)^{1/2} \) for \( k \geq 3 \), \( \sigma^N \) cannot be minimax rule for \( k \geq 3 \).

Finally, in an attempt to show that \( \sigma^N \) is minimax for \( k = 2 \), one would realize that (10) and (11) are identical in this case, since \( c_2 = (2/\pi)^{1/2} \), and \( a_2^2 + b_2^2 = 1 \). It would suffice to find a sequence of priors whose Bayes risk tend to (11), because \( \sigma^0 \) is an equalizer rule. However, such a sequence of priors does not exist. On the other hand, a search for a decision rule with smaller maximum risk turns out to be successful. The following modification of the natural decision procedure can be seen to be better. The estimator has to be changed to \( (X_1 + X_2)/2 \) if \( |X_1 - X_2| < \varepsilon \), for some suitable \( \varepsilon > 0 \).
We conclude this section with the following.

**Theorem 3.** For every loss function (2), with components $A$ and $B$ taken from (3), the rule $d^N = (s^N, \ell^N_{s^N})$ is extended Bayes rule.

**Proof:** Consider the same sequence of priors which was used at the end of the proof of Theorem 2. Under $B = B_2$, the posterior risk due to estimation of $d^N$ is given by

\[(12) \quad E\{(\Theta_{s^N(x)} - x_{[k]})^2 | X = x\} \]
\[= E\{(\Theta_{s^N(x)} - \ell^*_{s^N(x)}(x))^2 | X = x\} + (\ell^*_{s^N(x)}(x) - x_{[k]})^2 \]
\[= pq(p + q)^{-1} + [p(p + q)^{-1}]^2 (x_{[k]} - \mu)^2. \]

Since, marginally, $X_1, \ldots, X_k$ is a sample from $N(\mu, p+q)$, the Bayes risk due to estimation of $d^N$ turns out to be

\[(13) \quad pq(p + q)^{-1} + p^2(p + q)^{-1}(a_k^2 + b_k^2), \]

which tends to $p$, as $q$ tends to infinity, where $p$ is also the limit of the Bayes risk due to estimation.

Under $B = B_1$, it follows now immediately that the corresponding Bayes risk due to estimation of $d^N$ satisfies

\[(14) \quad E(|\Theta_{s^N(x)} - X_{[k]}|) \quad \frac{\nu \rightarrow \infty}{\rightarrow} (2p/\pi)^{1/2}, \]

since, by the facts stated above,

\[(15) \quad E((\ell^*_{s^N(x)} - x_{[k]})^2) \quad \frac{\nu \rightarrow \infty}{\rightarrow} 0. \]
The second part of the proof deals with the other part of the Bayes risk due to selection. Since under each $A = A_i = 0, 1, 2$, $s^N$ is employed by the Bayes rule, i.e. $s^N = s^*$, it remains to be shown that in all three cases the limits of Bayes risks are finite. The case of $A = A_0$ has been treated in Gupta and Miescke (1988), where it is shown that the Bayes risk due to selection of $d^N$ tends to $c(1 - 1/k)$ as $q$ tends to infinity.

For $A = A_2$, the risk due to selection of $d^N$ satisfies at every fixed $\theta$ with, say, $\theta_k = \theta_{[k]}$,

$$E_d[A_2(\theta, s^N(X))]$$

$$= \sum_{i=1}^{k-1} (\theta_k - \theta_i)^2 P_d(X_i = X_{[k]})$$

$$\leq \sum_{i=1}^{k-1} (\theta_k - \theta_i)^2 P_d(X_i \geq X_k)$$

$$= 2p \sum_{i=1}^{k-1} \Delta_i \Phi(-\Delta_i)$$

$$\leq 2p \sum_{i=1}^{k-1} \Delta_i \varphi(\Delta_i) \leq 2p(k - 1)w,$$

where $\Delta_i = (\theta_k - \theta_i)/(2p)^{1/2}, i = 1, \ldots, k - 1$, and $w = \varphi(1)$. The first inequality is obvious, the second follows from the fact that $\Delta \Phi(-\Delta) < \varphi(\Delta)$ for $\Delta > 0$, and the third holds since the maximum of $\Delta \varphi(\Delta)$ on the positive real line occurs at $\Delta = 1$.

Thus, it follows that the Bayes risk due to selection of $d^N$ tends to a finite limit as $q$ tends to infinity. Finally, applying Schwarz' inequality to (16), the same is seen to hold under $A = A_1$. Actually, in this case one can verify that the limit is zero. This completes the proof of the theorem.

4. Independent Normal Populations With Unequal Sample Sizes

Let $X_{i1}, \ldots, X_{in_i}$ be a sample from $N(\theta_i, \sigma^2), i = 1, \ldots, k$, where $\sigma^2 > 0$ is known, and where not all of the sample sizes $n_1, \ldots, n_k$ are equal. The $k$ samples are assumed
to be independent. As before, sufficiency leads to considering the sample means \( X_i = \frac{1}{n_i} \sum_{j=1}^{n_i} X_{ij}, i = 1, \ldots, k \), which have variances \( p_i = n_i^{-1} \sigma^2, i = 1, \ldots, k \), respectively.

By various reasons mentioned before, as well as those discussed in Gupta and Miescke (1988), the 0-1 loss for selection, i.e. \( A_0 \), will not be considered any further. Moreover, to keep the analysis in reasonable size, we restrict ourselves in the sequel to the two most appealing and realistic loss combinations \( L_1 \) and \( L_2 \), given by (4). It should be pointed out that the risk function of every decision rule \( \mathbf{d} = (s, \ell) \) is continuous in \( \theta \) under both, \( L_1 \) and \( L_2 \). Continuity of the risk due to selection under loss \( A_1 \) has been justified in Gupta and Miescke (1988), and the same arguments apply to \( A_2 \). Continuity of the risk due to estimation under loss \( B_1 \) and \( B_2 \) is well known. Thus, all proper Bayes rules derived in the sequel, as well as those considered before with any loss combination from (2) and (3), are admissible.

Since the analysis of Bayes rules \( \mathbf{d}^* = (s^*, \ell^*_s) \) under loss function \( L_1 \) is easier to manage, let us deal with it first. The risk function of a decision rule \( \mathbf{d} = (s, \ell) \) at parameter point \( \theta \) is given by

\[
R(\theta, \mathbf{d}) = cE^\mathbf{d}(\theta_{[k]} - \theta_s(X)) + E^\mathbf{d}(|\theta_s(X) - \ell_s(X)(X)|).
\]

In the present situation of unequal sample sizes \( n_1, \ldots, n_k \), it is appropriate to consider, more generally, also non-exchangeable normal priors, \( \Theta_i \sim N(\mu_i, q_i), i = 1, \ldots, k \). Independence of \( \Theta_1, \ldots, \Theta_k \), however, will be kept as before. Thus, a posteriori, given \( X = x, \Theta_1, \ldots, \Theta_k \) are independent, with \( \Theta_i \sim N\left(\frac{q_i \bar{x}_i + p_i \mu_i}{q_i + p_i}, \frac{p_i q_i}{q_i + p_i}\right), i = 1, \ldots, k \), and marginally, \( X_1, \ldots, X_k \) are independent with \( X_i \sim N(\mu_i, p_i + q_i), i = 1, \ldots, k \).

By Lemma 1, the Bayes rule employs the estimator \( \ell^*_s(x) = (q_i x_i + p_i \mu_i) / (q_i + p_i) \) for
\( \theta_i, i = 1, \ldots, k \), and it remains to find \( s^*(x) \). For any decision rule \( d = (s, \ell^*_s) \), the posterior risk at \( X = x \) turns out to be the following for selection \( s(x) = i \in \{1, \ldots, k\} \).

\[
E \{ \Theta_i | X = x \} - \frac{q_i x_i + p_i \mu_i}{q_i + p_i} + \left( \frac{2}{\pi} \frac{q_i p_i}{q_i + p_i} \right)^{1/2}.
\]

(18)

Thus, the following is seen to hold.

**Theorem 4.** Under loss function \( L_1 \) and the normal prior considered above, the Bayes rule \( d^* = (s^*, \ell^*_s) \) employs \( \ell^*_i(x) = (q_i x_i + p_i \mu_i)/(q_i + p_i), i = 1, \ldots, k \), and \( s^*(x) \) maximizes \( c \ell^*_i(x) - [2q_i p_i/\pi(q_i + p_i)]^{1/2}, i = 1, \ldots, k \).

There are three special cases which deserve to be studied in more detail. They are as follows.

**Case 1:** Noninformative prior; or \( q_i \to \infty, i = 1, \ldots, k \). In this case, \( \ell^*_i(x) = x_i, i = 1, \ldots, k \), and \( s^*(x) \) maximizes \( x_i - c^{-1}(2p_i/\pi)^{1/2}, i = 1, \ldots, k \).

**Case 2:** Prior variances proportional to sample variances; i.e. \( q_i = \gamma p_i, i = 1, \ldots, k \), for some fixed \( \gamma > 0 \). In this case, \( \ell^*_i(x) = (\gamma x_i + \mu_i)/(\gamma + 1), i = 1, \ldots, k \), and \( s^*(x) \) maximizes \( \ell^*_i(x) - c^{-1}(2\gamma p_i/(\gamma + 1)^{1/2}, i = 1, \ldots, k \). Especially, for \( \mu_1 = \ldots = \mu_k = \mu \), say, \( \ell^*_i(x) = (\gamma x_i + \mu)/(\gamma + 1), i = 1, \ldots, k \), and \( s^*(x) \) maximizes \( x_i - c^{-1}(2(\gamma + 1)p_i/\gamma \pi)^{1/2}, i = 1, \ldots, k \).

**Case 3:** Posterior is decreasing in transposition (DT); i.e. \( q_i^{-1} + p_i^{-1} = \tau^{-1}, i = 1, \ldots, k \), for some fixed \( \tau > 0 \). Here, the sum of prior precision and sampling precision is constant across the \( k \) populations. Such priors have been considered and justified in Gupta and Miescke (1988). The idea for applications is the following. If the normal priors are not exchangeable, a proper choice of sample sizes \( n_1, \ldots, n_k \) in the planning of the experiment can lead, at least approximately, to a posterior which is (DT). This is highly desirable.
since in that situation usually quite simple Bayes rule are found. In the present case, 
\( \ell_i^*(x) = r(p_i^{-1}x_i + q_i^{-1}\mu_i), i = 1, \ldots, k, \) and \( s^*(x) \) maximizes \( \ell_i^*(x), i = 1, \ldots, k. \) Especially, for \( \mu_1 = \ldots = \mu_k = \mu, \) say, \( \ell_i^*(x) = p_i^{-1}r(x_i - \mu) + \mu, i = 1, \ldots, k, \) and \( s^*(x) \) maximizes \( p_i^{-1}(x_i - \mu), i = 1, \ldots, k. \)

The decision rule considered last in Case 3 is of a very simple and appealing form. Due to the (DT)-property of the posterior, it can be seen to be Bayes rule under the large class of loss functions assumed in Theorem 1. Without further proof, the following can be stated.

**Corollary 2.** For the loss function \( L = A + B \) in (2), assume that \( A \) is permutation symmetric and favors selection of larger \( \theta \)-values, and that \( B \) is either \( B_1 \) or \( B_2 \) in (3). If the normal prior satisfies \( q_i^{-1} + p_i^{-1} = \tau^{-1}, i = 1, \ldots, k, \) for some \( \tau > 0, \) then the Bayes rule \( d^* = (s^*, \ell_n^*) \) is of the following form. \( \ell_i^*(x) = p_i^{-1}r(x_i - \mu_i) + \mu_i, i = 1, \ldots, k, \) and \( s^*(x) \) maximizes \( \ell_i^*(x). \)

There is one interesting feature of the Bayes rule given by Theorem 4 which is worth to be pointed out explicitly. Whenever for some \( i \in \{1, \ldots, k\}, x_i \) turns out to be larger than \( \mu_i, \) then a smaller (larger) \( p_i, \) i.e. a larger (smaller) \( n_i, \) works in favor of (against) population \( \pi_i \) to be selected. And for \( x_i < \mu_i, \) the reverse is seen to hold true for the rule derived in Case 3. On the other hand the rule of Case 1, as well as that one of Case 2 for \( \mu_1 = \ldots = \mu_k, \) have the property that at any \( x_i, \) a smaller (larger) \( p_i \) works in favor of (against) \( \pi_i \) being selected.

It is also interesting to note that, from a frequentist point of view, the decision rule in Case 1, which may be considered as a "natural rule" under unequal sample sizes, selects
in terms of lower confidence bounds of \( \theta_1, \ldots, \theta_k \) at a common fixed confidence level. Especially for the values \( c = 0.485 \) and \( c = 0.343 \), \( x_i - c^{-1}(2p_i/\pi)^{1/2} \) is a lower confidence bound for \( \theta_i \) with 95\% and 99\%, respectively, level of confidence. Similar can be said about the rule in Case 2 for \( \mu_1 = \ldots = \mu_k \). Finally, the following can be shown.

**Theorem 5.** Under the loss function \( \mathcal{L}_1 \), the decision rule of Case 1 is extended Bayes rule.

**Proof:** This can be shown under Case 2 with \( \mu_i = 0, i = 1, \ldots, k \), by letting \( \gamma \) tend to infinity. The Bayes posterior risk of the Bayes rule at \( X = \bar{x} \), in view of (18), is

\[
(19) \quad cE\{\Theta_k|X = \bar{x}\} - \max_{i=1,\ldots,k} \{c\gamma(\gamma + 1)^{-1}x_i - [2\gamma p_i/\pi(\gamma + 1)]^{1/2}\}. 
\]

On the other hand, the posterior risk of the rule of Case 1 is, under Case 2,

\[
(20) \quad cE\{\Theta_k|X = \bar{x}\} - \max_{i=1,\ldots,k} \{c\gamma(\gamma + 1)^{-1}x_i - \gamma(\gamma + 1)^{-1}(2p_i/\pi)^{1/2}\} 
+ E\{||\Theta_\pi - \pi||X = \bar{x}\} - \gamma(\gamma + 1)^{-1}(2p_i/\pi)^{1/2},
\]

where \( s = s(\bar{x}) \) is that index at which the maximum occurs. The difference of the maxima in (19) and (20) is bounded by \([\gamma(\gamma + 1)^{-1}]^{1/2}\) times the maximum of the values \((2p_i/\pi)^{1/2} - (2\gamma p_i/\pi(\gamma + 1))^{1/2}, i = 1, \ldots, k\), which does not depend on \( \bar{x} \), and which tends to zero as \( \gamma \) tends to infinity. Furthermore, the last difference in (20) is bounded by

\[
(21) \quad \sum_{j=1}^{k} E\{||\Theta_j - x_j||X = \bar{x}\} - \gamma(\gamma + 1)^{-1}(2p_j/\pi)^{1/2}.
\]

Finally, from the fact that for every \( j = 1, \ldots, k \),

\[
(22) \quad E\{||\Theta_j - x_j||X = \bar{x}\} 
= [\gamma p_j/(\gamma + 1)]^{1/2} E(|N + [\gamma(\gamma + 1)p_j]^{-1/2}x_j|),
\]
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where $N \sim N(0, 1)$ is an auxiliary random variable, and the fact that marginally, $[(\gamma + 1)p_j]^{-1/2}X_j \sim N(0, 1), j = 1, \ldots, k$, it is seen that the integral of (21) with respect to the marginal density of $(X_1, \ldots, X_k)$ tends to zero as $\gamma$ tends to infinity. To summarize, it has been shown that the integral of the difference of (20) and (19) with respect to the marginal density of $(X_1, \ldots, X_k)$ tends to zero as $\gamma$ tends to infinity.

To justify the relevance of this result, it remains to be shown that the limit of the Bayes risks is finite. The posterior risk of the Bayes rule can be written in the form

$$
(23) \quad c[E\{\Theta | X = \underline{x}\} - \gamma (\gamma + 1)^{-1}x[k]] + \min_{i=1,\ldots,k} \{c\gamma (\gamma + 1)^{-1}(x[k] - x_i) + [2\gamma p_i/\pi(\gamma + 1)]^{1/2}\}.
$$

It is now easy to see that the following provides an upper bound to (23),

$$
(24) \quad cE \left( \max_{i=1,\ldots,k} \left\{ [\gamma p_i/(\gamma + 1)]^{1/2}N_i \right\} \right)
+ [2\gamma/\pi(\gamma + 1)]^{1/2} \max_{i=1,\ldots,k} \left\{ p_i^{1/2} \right\},
$$

where $N_1, \ldots, N_k$ is a sample from $N(0, 1)$. This bound does not depend on $\underline{x}$, and it tends to a finite limit as $\gamma$ tends to infinity. Therefore, the proof of the theorem is completed.

To conclude this section, let us consider how Bayes rules $\underline{d}^* = (\underline{s}^*, \ell_s^*)$ look like under loss function $L_2$. As mentioned already before, the analysis is more complicated than under $L_1$. The risk function of a decision rule $d = (s, \ell_s)$ at parameter point $\theta$ is given by the following counterpart to (17).

$$
(25) \quad R(\theta, d) = cE_{\theta}([\theta[k] - \theta_s(X)]^2)
+ E_{\theta}([\theta_s(X) - \ell_s(X)]^2).
$$
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Under the normal prior considered before, the posterior risk at \( X = \bar{x} \) for any decision
\[
d = (s, \ell^*_s) \quad \text{with} \quad \ell^*_i(\bar{x}) = (q_i x_i + p_i \mu_i)/(q_i + p_i), \quad i = 1, \ldots, k,
\]
which is the estimate employed by the Bayes rule, turns out to be the following for selection \( s(\bar{x}) = i \in \{1, \ldots, k\} \).

\[
(26) \quad \quad cE\{[\Theta_{[k]} - \Theta_i]^2 | X = \bar{x}\} + \frac{q_i p_i}{q_i + p_i},
\]
which has to be minimized by \( s^*(\bar{x}) \) for \( i = 1, \ldots, k \). What makes this task difficult is the fact that for any \( i \), the conditional distribution of \( (\Theta_{[k]}, \Theta_i) \) at \( X = \bar{x} \) does not allow for simpler representations of the conditional expectation in (26), which in most situations has to be evaluated on a computer.

At the end, let us see how much can be said about the Bayes rule under the three cases considered previously.

**Case 1:** Noninformative prior; or \( q_i \to \infty, i = 1, \ldots, k \). In this case, \( \ell^*_i(\bar{x}) = x_i, i = 1, \ldots, k \), and \( s^*(\bar{x}) \) minimizes

\[
(27) \quad \quad cE\{\max_{j=1,\ldots,k} |x_j - x_i + p_j^{1/2} N_j - p_i^{1/2} N_i|)^2 \} + p_i,
\]
where \( N_1, \ldots, N_k \) is a random sample from \( N(0,1) \).

**Case 2:** Prior variances proportional to sample variances; i.e. \( q_i = \gamma p_i, i = 1, \ldots, k \). In this case, as before under \( L_1 \), we have \( \ell^*_i(\bar{x}) = (\gamma x_i + \mu_i)/(\gamma + 1), i = 1, \ldots, k \), but \( s^*(\bar{x}) \) minimizes now (26) with \( q_i p_i/(q_i + p_i) = \gamma p_i/(\gamma + 1), i = 1, \ldots, k \).

**Case 3:** Prior is decreasing in transposition (DT); i.e. \( q_i^{-1} + p_i^{-1} = r^{-1}, i = 1, \ldots, k \), for some \( r > 0 \). This case is covered by Corollary 2, and thus the Bayes rule is the same as that one in Case 3 under \( L_1 \).
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For \( k > 2 \) independent normal populations with unknown means and a common known variance, the problem of selecting the population with the largest mean and simultaneously estimating the mean of the selected population is considered in the decision theoretic approach following Cohen and Sackrowitz (1988). Under several loss functions with two additive components due to selection and due to estimation, Bayes decision rules are derived and studied. Both, the case of equal sample sizes and the case of unequal sample sizes are treated. The "natural" rule, which selects in terms of the largest sample mean and then estimates based on the sample mean of the selected population, is critically examined in all situations considered.