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ABSTRACT

This article discusses some of the major contributions of T. W. Anderson to the statistical formulation and analysis of linear statistical relationship (LSR) models. A secondary goal is to briefly introduce some LSR models, including errors-in-variables regression models, linear functional relationship models, linear structural relationship models and factor analysis models, and to describe theoretical and methodological problems that arise in analyzing such models.
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A large class of statistical models share the assumption that certain latent variables are linearly related, and that these variables can only be observed subject to random errors of measurement. In his 1982 Wald Lectures [106]*, T. W. Anderson called such models *linear statistical relationship models*. The most basic linear statistical relationship (LSR) model is the *linear functional relationship model*. A collection of $p$-variate random vectors $X_1, X_2, \ldots, X_n$ obeys a linear functional relationship model if the mean vectors $u_1, u_2, \ldots, u_n$ of these observations lie in an $r$-dimensional hyperplane $\mathcal{H}$ in $p$-dimensional space, $r < p$. One can regard the components of the $u_i$'s as being values of the latent variables, and the elements of

$$ e_i = X_i - u_i $$

as being random errors of measurement. The random vectors $e_i$ are usually assumed to be independent and identically distributed with mean vector 0 and covariance matrix $\Sigma$. The dimension $r$ of the hyperplane $\mathcal{H}$ containing the $u_i$'s is called the *rank* of the model.

The fact that the vectors $u_i$ lie in a hyperplane of dimension $r$ can be expressed parametrically in several equivalent ways. For example, many of Anderson's papers make use of the implicit form:

$$ (1) \quad A u_i = a, \quad i = 1, 2, \ldots, n, $$

*Numbers in square brackets refer to the bibliography of Anderson's publications included in *The Collected Papers of T.W. Anderson: 1943-1985* (G.P.H. Styan, ed.), to be published by John Wiley & Sons. An excerpt from this bibliography is given as an appendix to the present article.
where \( A \) is a \((p-r) \times p\) matrix of rank \( p-r \), and \( a \) is a \((p-r)\)-dimensional column vector. Alternatively, one can assume that

\[
    u_i = \Lambda f_i + \delta, \quad i = 1, 2, \ldots, n,
\]

where \( \Lambda \) is a \( p \times r \) matrix of rank \( r \). This is the familiar model of factor analysis. Finally, \( p-r \) elements of \( u_i \) can be expressed as a linear transformation of the remaining \( r \) elements; that is,

\[
    v_i = Bw_i + c, \quad i = 1, 2, \ldots, n,
\]

where \( B \) is a \((p-r) \times r\) matrix of slopes, and \( v_i, w_i \) are subvectors of \( u_i \). This is the \textit{errors-in-variables linear regression model} widely studied in the statistical literature (see Fuller, 1987). Note that model (3) is a special case of model (2), in which certain of the coordinates of \( \Lambda \) have specified values (0 or 1).

In each of the parametric forms (1), (2), (3) of the linear functional relationship model, the vectors \( u_i \) (or \( f_i \) or \( w_i \)) are unknown parameters of the model. Since these parameters are not usually of primary interest, they are called \textit{incidental parameters}. The parameters \( A \) and \( a, \Lambda \) and \( \delta, B \) and \( c \) which serve to identify the hyperplane \( \mathcal{H} \) are called \textit{structural parameters}, as is also the error covariance matrix \( \Sigma \). When the rank \( r \) of the model is unspecified, it also is regarded as a structural parameter. The structural parameters are typically the primary focus of statistical inference.

\textit{Linear structural relationship models} are related to linear functional relationship models in the same way that random factor (Model II) ANOVA models are related to fixed factor (Model I) ANOVA. That is, the vectors \( u_i, f_i, w_i \) in (1), (2), (3), respectively, are now regarded as being randomly sampled from some common population (distribution). The linear relationships (1), (2), or (3) consequently determine a parametric structure for the covariance matrix of the observations \( X_i \). Psychometric factor analysis models are usually of the linear structural relationship type.
Both the implicit form (1) and the factor analysis form (2) of linear functional or structural relationships models are not identifiable. For example, the mathematical form of (1) is not changed by replacing $A$ by $AT$ and $u_i$ by $T^{-1}u_i$ for any $p$-dimensional nonsingular matrix $T$. Similarly, the transformations $\Lambda \rightarrow \Lambda M, f_i \rightarrow M^{-1}f_i$ do not change the form of (2). The errors-in-variables linear regression model (3) appears identifiable in this sense, but there is an implicit restriction (noted by Anderson and Sawa [72]) resulting from specifying which elements of $u_i$ form the vector $w_i$. Any identifying restrictions imposed to remove the parametric indeterminacies in (1) or (2), or to choose which elements of $u_i$ appear in $w_i$ in (3), are not inherent in the model, but rather are imposed externally by the investigator. (In addition a structure must often be imposed upon the error covariance matrix $\Sigma$ to prevent the linear relationships among the elements of $u_i$ from being confounded with correlations among the elements of the measurement error vectors $e_i$.) Different contexts of application have generated different identifying restrictions, thus making communications among specialists in the applications of LSR models difficult and obscuring the essential similarity of the models used.

In bivariate ($p = 2$) LSR models of rank $r = 1$, Anderson [69] suggests use of the angle $\theta$ made by the hyperplane $\mathcal{H}$ (here, a line) with one of the axes as a structural parameter of the model. (The choice of the axis to be used is immaterial.) This angle is clearly an intrinsic property of the model; generalizations of this suggestion to higher-dimensional ($p > 2, r \geq 1$) LSR models are straightforward. When the error covariance matrix $\Sigma$ is spherical ($\Sigma = \sigma^2 I$) and normality assumptions hold, Anderson [69] shows that the exact distribution of the maximum likelihood estimator $\hat{\theta}$ of $\theta$ can be obtained from the distribution of $\hat{\theta}$ when $\theta = 0$. The distribution of the maximum likelihood estimator $\hat{B}$ of the slope $B$ in the errors-in-variables linear regression model (3) is then easily obtained from that of $\hat{\theta}$, and confidence sets for both $\theta$ and $B$ can be constructed. (See also [72].) Obtaining the exact distribution of $\hat{B}$ from that of $\hat{\theta}$ offers a considerable simplification when compared to previous direct derivations of the distribution of $\hat{B}$. However, these
exact distributions do not have a simple closed form. This lack of mathematical simplicity is common to the exact distributions of virtually all estimators proposed for the structural parameters of LSR models. Consequently, evaluation and comparison of the properties of such estimators require some type of distributional approximation or expansion, even in the simple bivariate case studied in [69]. Anderson, with various collaborators, has developed several types of distributional expansion for estimators in bivariate \((p = 2)\) linear functional and structural relationship models. See [66], [67], [69], [72], [73], [83], [90], [97], [100], [101], [104] and [105]. The papers [69] and [90] provide useful summaries of this topic.

In LSR models, ordinary least squares estimators of the structural parameters in any of the forms (1), (2) or (3) of such models are biased (and also inconsistent). However, the familiarity of the least squares estimator (and the existence of plentiful software for computing it) leads many investigators to want to use this estimator. On the other hand, theoretical considerations favor use of the maximum likelihood estimator. To settle the question of which estimator to use, the usual approach would be to compare expected mean square errors of these estimators. Unfortunately, the maximum likelihood estimators fail to even have a well-defined mean, and have infinite mean squared error. Even so, large-sample \((n \to \infty)\) comparisons favor the MLE, but need not be relevant to finite-sample situations. In [69], Anderson makes an interesting and important contribution to this question by comparing the distributional concentrations of the least squares and maximum likelihood estimators of the slope \(B\) in the functional linear errors-in-variables regression model (3) when \(p = 2, \tau = 1\), and the errors are normally distributed with covariance matrix \(\Sigma = \sigma^2 I\). Subject to the accuracy of the distributional expansions used for the least squares estimator \(\hat{B}\) and the maximum likelihood estimator \(\hat{B}\), it is shown that

\[
P\{|\hat{B} - B| \leq x\} \leq P\{|B - B| \leq x\}
\]

for all \(x > 0\), except when the magnitude of the slope \(B\) is small. This supports the
intuitive belief (based also in part on practical experience) that the maximum likelihood estimator is the superior estimator.

As already noted, in the bivariate case \((p = 2, r = 1)\) of LSR models the angle \(\theta\) made by the line (hyperplane) \(\mathcal{H}\) with an axis is more intrinsically meaningful as a structural parameter than the slope \(B\) in \((3)\). In a joint paper [107] with C. Stein and A. Zaman, Anderson shows that under the usual normality assumptions (and with \(\Sigma = \sigma^2 I\)) the maximum likelihood estimator \(\hat{\theta}\) of \(\theta\) is the best equivariant (under rotation) estimator of this parameter under a certain invariant loss function. From this result, it follows that \(\hat{\theta}\) is admissible. This is the only exact decision-theoretic optimality result for estimation of a structural parameter in LSR models obtained to date.

In linear functional relationship models, maximum likelihood estimators of the structural parameters do not necessarily exist (see [23], and also Solari, 1969; Willassen, 1979). Even if they exist, these estimators need not be consistent. These difficulties arise because the number of incidental parameters (which must be accounted for in maximizing the likelihood) increases proportionally to the sample size \(n\). A variety of theoretical approaches have been suggested for producing estimators in such contexts. Two such approaches were suggested by Anderson and Herman Rubin in [23]: (a) to maximize the likelihood of a certain non-sufficient reduction of the data (the sample covariance matrix) whose likelihood depends on the incidental parameters only through a finite-dimensional vector function of these parameters, and (b) to use the maximum likelihood estimator of the structural parameters in the corresponding linear structural relationship model. Proposal (a) is complicated by the fact that the sample covariance matrix has a non-central Wishart distribution (see [3], [4]), so that the likelihood does not possess a convenient mathematical form. Proposal (b), which is one of the earliest examples of a parametric empirical Bayes approach to estimation, has strongly influenced my own approach to constructing estimators in linear functional relationship models (see Gleser, 1985, for example). Recent research (Gleser, 1983; Nussbaum, 1984; Bickel and Ritov, 1987) shows
that, under normality assumptions, the structural-model maximum likelihood estimators of the structural parameters of linear functional relationship models are best asymptotic normal and asymptotically minimax. The estimators of Anderson and Rubin's proposal (a) have similar large-sample properties.

We have noted that even for LSR models of the form (3) identification of the structural parameters requires knowledge of the error covariance matrix $\Sigma$, or the specification of a restricted structure for this matrix (e.g., that $\Sigma = \sigma^2 I$). Alternatively, one can try to estimate $\Sigma$. Two widely used approaches for providing estimators of $\Sigma$ are to use replications (several $X_i$'s with the same value of $u_i$), or to use instrumental variables (covariates $Z_i$ which are "correlated" with the latent vectors $u_i$, but not with the error vectors $e_i$). Both approaches yield a classical multivariate linear regression model in which a matrix $\Delta$ of slopes satisfies unknown linear constraints. Consequently, the columns $X_i$ of the least squares estimators $\hat{\Delta}$ of $\Delta$ obey a linear functional relationship model, and the residual covariance matrix provides an independent consistent estimator of the error covariance matrix $\Sigma$ of these $X_i$'s. Statistical inference (maximum likelihood estimators, likelihood ratio tests of hypotheses) for such a model under normality assumptions is thoroughly treated by Anderson in [14]. Unfortunately, this important paper has often been overlooked by researchers, with the consequence that its main results have been repeatedly rediscovered. (For a comment on one such case, see Gleser, 1983.)

The results in [14] apply only to linear functional relationship models. Similar results are obtained for linear structural relationship models by Anderson in [108], who indicates that his results had been obtained in 1946, but left unpublished. (See also Anderson, Anderson, and Olkin, 1986). The procedures obtained in [14] and [108] have important applications in psychometric mental test theory (see Healy, 1979) and in statistical genetics. In [14], and many of his later papers, Anderson explicitly points out the application of the results in [14] to estimation and fitting problems arising in studies of systems of linear stochastic equations by econometricians. (See also [8], [11], written with Herman Rubin.)
Because estimators and test statistics in LSR models have complex distributions, large-sample distributions are usually used to construct confidence regions for structural parameters and rejection regions for tests of hypothesis. These tests and estimators (particularly likelihood ratio tests and maximum likelihood estimators) are derived from the principal components and corresponding eigenvectors of sample covariance matrices, or more generally (see [14], [108]) from roots and corresponding eigenvectors of determinantal equations in sample covariance matrices. Anderson has made basic contributions to the determination of the asymptotic distributions of these roots and eigenvectors ([7], [11], [13], [23], [37]).

Earlier in this article it was noted that LSR models can be expressed in various mathematical forms, and that statistical identifiability of the parameters of such models require imposing restrictions on these parameters that are not intrinsic to the model. Different contexts of application of LSR models have led to different identifying restrictions. Consequently, specialists in the use of LSR models in various fields of applications have not always been aware that they are working on common problems, and considerable duplication of effort has occurred. In his 1982 Wald lectures [106], Anderson set himself the task of expounding the relationships among the various linear statistical relationship models used by statisticians and by specialists in econometrics, psychometrics and other scientific fields. This paper succeeds brilliantly in providing an elegant unifying framework for such models, and in summarizing several decades of research. The debt owed by the present article to [106] is apparent.

For reasons of space, it has not been possible mention all of Ted Anderson’s contributions to the statistical formulation and analysis of linear statistical relationship models. Enough has been said, hopefully, to indicate his seminal influence on this area of research, and his continuing leadership in its development.
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