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Abstract

This paper surveys some of the literature dealing with mixtures of distributions. The topics covered relate to probabilistic properties, estimation, hypotheses testing and multiple decision (selection and ranking) procedures. The results reviewed concerning probabilistic properties of mixture distributions include identifiability and scale mixture. The results surveyed on estimation theory include the method of moments, method of maximum likelihood estimation, method of least squares, Bayesian estimation, and the method of curve fitting. The results for hypotheses testing provide tests for hypotheses that an observed sample is from a mixture of two populations with certain unknown proportions. In the last section, we give some new results for selection and ranking procedures for mixtures of distributions.
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0. Introduction and Summary

There is a large body of literature on mixtures of distributions going over about the last eighty years. Since Pearson [90] considered the estimation of the parameters of the mixture of two normal densities in 1894, many more papers have appeared relating to the problem of statistical inference about the parameters of mixtures and probabilistic properties of mixture densities. In 1960, Teicher [128] started the study of general considerations of identifiability of mixtures of distributions. Since then the interest in the mathematical aspects of mixtures has received an increasing amount of attention, and the approach to the statistical inference of mixtures has also seen more development. Recently, the studies of mixtures and related topics in statistics and probability have developed even more so that these can be classified as a new area. For this reason, the present authors decided to review (survey) some of the literature dealing with some aspects of this area which seemed important to them. The topics covered relate to probabilistic properties, estimation, hypotheses testing, and multiple decision (selection and ranking) procedures.

*This research was supported by the Office of Naval Research Contract N00014-75-C-0455 at Purdue University.
The applications of mixtures of distributions can be found in many fields such as ecology, taxonomy, fishery biology, plant and animal breeding, psychology and engineering, etc. In biology it is often desired to measure certain characteristics in natural populations of some particular species. The distribution of such characteristics may vary markedly with an individual's age. Age is difficult to ascertain in samples from populations. In such cases the biologist observing the population as a whole is dealing with a mixture of distributions, the mixing in this case is done over a parameter depending on the unobservable variate "age". In agriculture, remotely sensed and unlabelled observations from several crops are available and, sometimes, along with some labelled observations information is also available about the distribution of an individual crop population. On the basis of such information one wishes to estimate the acreage of a particular crop or all crops as proportion of the total acreage.

In statistical applications of mixtures, the mixture of densities can be used to approximate some parameter(s) associated with a density. For example, the coefficient of skewness of Fisher's transformation \( z = \frac{1}{2} \log \left( \frac{1+r}{1-r} \right) \) of the correlation coefficient decreases more rapidly than the excess of its kurtosis when the sample size increases. The usual normal approximation for its distribution can be improved by mixing it with a logistic distribution. The resulting mixture approximation, which can be used to estimate the probabilities and the percentiles, compares favorably in both accuracy and simplicity (see [83]).

In this paper we restrict ourselves to probabilistic properties, estimation, hypotheses testing and multiple decisions. In Section 1 we review main results concerning probabilistic properties of mixing distributions including the identifiability, and scale mixture.
In Section 2 we survey results on estimation theory which include the method of moments, method of maximum likelihood estimation, method of least squares, Bayesian estimation method, and method of curve fitting. For the hypotheses testing problem we give those results which provide tests for hypothesis that an observed sample is from a mixture of two populations with certain unknown proportions. All these are treated in Section 3. And finally in the last section (Section 4) we study some selection problems of mixture populations. We use the subset selection formulation when the sample size is small and also study the case of large sample using the indifference zone approach.

At the end of the paper we have given a reasonably comprehensive and useful bibliography concerning the topics discussed in this paper and also the topic of experimental designs. This last topic is not discussed in this paper and hence the papers dealing with it are marked with a * in the bibliography.

1. Probabilistic Properties

Let $G(\theta)$ be a cumulative distribution function. Let $F(x, \theta)$ be a cumulative distribution function in $x$ for each $\theta$ in the support of $G$. Assume $F(x, \theta)$ is Borel measurable in $\theta$ for every $x$. Then, $H_G(x)$ defined by

$$H_G(x) = \int_{-\infty}^{\infty} F(x, \theta) dG(\theta)$$

is a distribution function, which is called a G-mixture of $F$ and $G$ is referred to as a mixing distribution. When $G$ has a finite support, $H_G(x)$ is called a finite mixture and $G$ is referred to as a finite mixing distribution. Let the domain of $\theta$ be denoted by $\Theta$ and $\sigma(\Theta)$ denote a $\sigma$-algebra of $\Theta$ such that each point of $\Theta$ is contained in $\sigma(\Theta)$. Let $\mathcal{G}$ denote a class of mixing distributions on $(\Theta, \sigma(\Theta))$. Let $\mathcal{M}$ denote the class of all G-mixtures of $F$ for all
Let $M$ denote a mapping from $\mathcal{G}$ to $\mathcal{W}$ such that for each $G \in \mathcal{G}$,

$$M(G) = \int_{-\infty}^{\infty} F(x, \theta) dG(\theta).$$

Then the class $\mathcal{W}$ is called identifiable if $M$ is one-to-one so that one can identify some unique mixing distribution $G_0$ when a certain $H_0 \in \mathcal{W}$ is given.

1A. Identifiability of Mixtures

Some basic properties of mixture were studied by Robbins in 1948 [102]. Teicher [128] extended and generalized this work. Teicher [129] initiated the study of identifiability problem. In [129], location and scale parameter mixtures are considered, i.e. when $\theta$ is, respectively, the location and the scale parameter of $F(x, \theta)$. Sufficient conditions for the identifiability of $\mathcal{W}$ when $\theta$ is, respectively, the location and scale parameter, are given.

It is also shown by Teicher [129] that $\mathcal{W}$ is identifiable if $(F(x, \theta), \theta \in \mathcal{G})$ is an additively closed family, i.e. $F(x, \theta_1) * F(x, \theta_2) = F(x, \theta_1 + \theta_2)$, where the operation $*$ is the usual convolution. In [130] necessary and sufficient conditions for identifiability of finite mixtures are given. Important distributions such as normal and gamma are shown to be identifiable under finite mixing. Some sufficient conditions are also given for the class of binomial distributions to be identifiable.

These results are largely extended by Yakowitz and Spragins [136]. They consider the general case of $p$-dimensional distributions. Using the methods of linear algebra, the authors obtain a necessary and sufficient condition for identifiability of finite mixtures. This condition is very useful since it is easy to check. They conclude that the family of $p$-dimensional Gaussian distributions, the family of Cauchy distributions, the family of non-degenerate negative binomial distributions, the family of products of $n$ exponential distributions (for fixed integer $n$), and the union of the family of $p$-variate
Gaussians and the family of products of n exponential distributions are all identifiable. Using a result given in [130], Mohanty [81] showed that the finite mixture of Laguerre distributions is also identifiable. Chandra [16] has proved some results similar to those of Teicher [130] and Yakowitz and Spragins [136] by some other methods. Recently, Blum and Susarla [11] gave short and clear set of equivalent conditions for identifiability. Let \( A = \{ F(x, \cdot) : x \in \mathbb{R} \} \).

Let \( C_0(\Theta) \) be the Banach space of continuous functions on \( \Theta \) which vanish at \( \omega \) and let the norm be given by the sup norm. Blum and Susarla [11] showed that if \( A \subset C_0(\Theta) \), then \( \mathcal{X} \) is identifiable if and only if \( A \) generates \( C_0(\Theta) \) in the sup norm.

18. Scale Mixtures

When a mixture is defined in the form \( H_{\Theta}(x) = \int_0^\infty F(x, \theta) dG(\theta) \), the mixture is called a scale mixture. This kind of mixture has special interest both in probability theory and statistics. It is easy to see that the density and the associated characteristic function of \( H_{\Theta}(x) \) can be written, respectively, as

\[
h_{\Theta}(x) = \int_0^\infty \frac{1}{\theta} f(x, \theta) dG(\theta), \quad \varphi_{\Theta}(t) = \int_0^\infty \varphi_F(t\theta) dG(\theta).
\]

In terms of random variables, we denote them by \( Z \sim_d XY \) (\( \sim_d \) means equality in distribution) where \( X, Y \) and \( Z \) are, respectively, associated with \( F_x(x) \), \( G_y(\theta) \) and \( H_z(x) \). It is interesting to note that the class of scale mixtures is closed under the operation of scale mixing, i.e. if \( F \in \mathcal{F} \), the class of scale mixtures, then \( H \in \mathcal{F} \) where \( H(x) = \int_0^\infty F(x, \theta) dG(\theta) \) and \( G(\theta) \) is some distribution function on \((0, \infty)\). Define \( \mathcal{H}_x = \{ H_z : Z \sim_d XY \} \). Then, we have for \( a \geq 0, 0 \leq p \leq 1, F_1, F_2 \in \mathcal{H}_x \Rightarrow pF_1(ax) + (1 - p)F_2(ax) \in \mathcal{H}_x \). The condition for the identifiability in the case of scale mixture can be put in another form in terms of moments which is given by Keilson and Steutel [69].
as follows. If $X \neq 0$ a.s. and $E|X|^\epsilon < \infty$ for some $\epsilon > 0$ and if $E|Z|^\epsilon < \infty$, then $E Y^\epsilon < \infty$ and there exists a one-to-one correspondence between $Z$ and $Y$ (and $Y$). Now, if we assume $X$ to be a normal with mean 0, we can characterize the class of mixtures. Let $\mathcal{N}(\phi)$ denote the class of scale mixtures (variance mixtures) of normal distribution with mean 0. From Bernstein's representation theorem for completely monotone functions (see [40 p. 439]) we can conclude that $f \in \mathcal{N}(\phi)$ if and only if $\varphi_f(t)$, the characteristic function of $f$, is an even function and $\varphi_f(it)$ is completely monotone on $(0, \infty)$. We recall that $h(x)$ is completely monotone on $(0, \infty)$ if $(-1)^n h^{(n)}(x) \geq 0$ for $x > 0$ and $n = 0, 1, 2, \ldots$. Accordingly, by checking the conditions, it can be seen that the Cauchy distributions, the Laplace distributions, Student's $t$-distributions and the symmetric stable distributions are all in the class $\mathcal{N}(\phi)$. This was obtained by Kelker [70]. Also, Logistic and double exponential distributions belong to $\mathcal{N}(\phi)$ as shown by Andrews and Mallows [1]. To characterize $\mathcal{N}(\phi)$ in another way, we restate a result of Schoenberger [111] as follows: $f \in \mathcal{N}(\phi)$ if and only if there exists a function $\psi$ such that $\varphi_f(t) = \psi(t^2)$ and for $t' = (t_1, t_2, \ldots, t_p)$, $\varphi_f(t) = \psi(|t|^2)$, a $p$-dimensional characteristic function for each $p$ ($p = 1, 2, \ldots$).

It was shown in [69] that $\mathcal{N}(\phi)$ is closed under the multiplication of densities with suitable renorming if the product is integrable. If $Z$ has density $f_z(z)$ which is symmetric about 0, then, as Andrews and Mallows [1] showed, a necessary and sufficient condition for $Z = d N/Y$, where $N$ denotes the zero mean normal random variable, is that for all $k (\frac{-d}{dz})^k f_z(\sqrt{z}) \geq 0$, for $z > 0$. They also found some special correspondence between $Z$ and $Y$. If $f_z(z)$ is logistic, then $G_Y(y) = 2 \sum_{k=1}^{\infty} (-1)^{k-1} k^2 y^{-3} \exp(-k/2y^2)$, i.e. $\frac{1}{2} Y$ has the asymptotic distribution of the well-known Kolmogorov's goodness of fit statistic. This result is useful for Monte Carlo studies. It was
also found that if \( Z \) is double exponential, then \( \frac{1}{2} Y^2 \) is exponential. Finally, it is interesting to ask how broad is the class \( \mathcal{Y}(\phi) \). For given \( 0 < x_1 < x_2, \alpha_1, \alpha_2 (\frac{1}{2} < \alpha_1 < \alpha_2) \), let \( F \in \mathcal{Y}(\phi) \) with \( F(x_1) = \alpha_1 \) and \( F(x_2) = \alpha_2 \). Let
\[
\mathcal{Y}(\phi; x_1, x_2, \alpha_1, \alpha_2) = \{ H(x) : H(x_1) = \alpha_1, H(x_2) = \alpha_2, H(x) \in \mathcal{Y}(\phi) \}.
\]
Then, Efron and Olshen [37] showed that, there exists an \( F^* \in \mathcal{Y}(\phi; x_1, x_2, \alpha_1, \alpha_2) \) such that \( F^*(x') = \max H(x') \) for \( x' \in (x_1, x_2) \) and \( F^*(x'') = \min H(x'') \) for \( x'' \notin (x_1, x_2) \) where the maximum and the minimum are over the set \( H(\phi; x_1, x_2, \alpha_1, \alpha_2) \).

If \( \phi \) is considered to be a gamma distribution of order \( \alpha (0 < \alpha < \infty) \), we denote the class of mixtures by \( \mathcal{Y}_G(\alpha) \). Then, we note that \( \mathcal{Y}_G(\alpha) \subset \mathcal{Y}_G(\beta) \) for \( \alpha < \beta \). When \( \alpha = 1, \mathcal{Y}_G(1) \) is the mixture of exponential density and for \( f_Z \in \mathcal{Y}_G(1), f_Z(x) \) is completely monotone. \( \mathcal{Y}_G(1) \) plays a key role in stochastic processes reversible in time.

2. Estimation

Let \( H(x) = \int_{\Omega} F(x, \alpha) dG(\alpha) \) be the mixture distribution. If \( G(\alpha) \) is discrete, then \( H(x) \) is given by \( H(x) = \sum_{i=0}^{\infty} \theta_i F(x, \alpha_i) \). When the summation is finite, \( H(x) \) is called finite mixture. In this section, we study the problem of estimating \( G(\alpha) \) based on independent observations from \( H(x) \). However, for the most part we will discuss the case of finite mixtures. For the case of finite mixtures, the study is then for the estimation of
0_i and α_i. The methods for estimation can be classified as the method of moments, method of maximum-likelihood estimation, the minimum square method, Bayesian estimation method and the method of curve fitting. In this problem, all mixture distributions are assumed to be identifiable so that the estimations of parameters make sense. Some important classes of continuous and discrete distributions which are identifiable have been mentioned in Section 1A.

2A. Method of Moments

In 1894 K. Pearson [90] studied the dissection of asymptotic and symmetric frequency curves into two components of normal frequency distributions. This may be the earliest paper that investigated the estimation of parameters in the finite mixture case by the use of the method of moments. Let

Φ(x, μ, σ^2) denote the normal cdf with mean μ and variance σ^2. The mixture is given by H(x) = α Φ (x, μ_1, σ_1^2) + (1-α) Φ (x, μ_2, σ_2^2). K. Pearson [90] computed the first five moments and by equating the population moments to the sample moments he obtained a nonic (9th degree) equation. Solving for these equations he finally obtained the estimates for α, μ_1, σ_1, μ_2 and σ_2. However, the solutions are not unique. He used the data of 1000 crabs from Naples to study the frequency distribution of the breadth of forehead of crabs. Assuming the crabs were from two different species, he considered the ratio of the forehead to the body-length as the abscissae of the curve. Applying the method he developed, he arrived at two sets of solutions. This lack of uniqueness of solutions bothered Pearson and he suggested choosing the set of estimates which resulted in the closest agreement between the sixth central moment of the sample and the corresponding moment of the 'fitted' compound curve. Charlier in 1960 [18]
suggested a somewhat simpler but still laborious solution of the moment equations involving a cubic and the ratio of two other polynomials. Burrau in 1934 [15] computed certain functions of the moments which are expressed in terms of the five parameters to be estimated. In the same year Strömgren [125] computed some tables and charts to aid calculation of solutions of some equations which are derived using some given function of moments. Again in 1934, Pollard [92] considered the dissection of a symmetric density into three components of normal density. Under some assumption Pollard was able to reduce eight parameters to five. Since the density is assumed symmetric, the odd moments are zero. Since five equations are needed for the five unknown parameters, the first eight moments are computed. Pearson's solution [90] are not applicable in this case. However, the development is analogous.

Instead of moment equations, one might expect to use iterative solutions of maximum likelihood equation. This has been done, in fact, by Rao [98] for special case $\sigma_1 = \sigma_2$. This assumption simplifies the problem considerably. However, the calculations involved are still quite cumbersome.

In 1967, Cohen [23] again derived the nonic equation which was first obtained by Pearson. Cohen considerably reduced the total computational effort otherwise required. Some special cases considered by Cohen are $\sigma_1 = \sigma_2 = \sigma$ or $\mu_1 = \mu_2 = \mu$. Some conditional maximum likelihood and conditional chi-square estimates were also discussed. An example was provided to illustrate the procedure proposed for the estimates. However, the problem of lack of uniqueness of solutions still remained. Another solution to the example given by Cohen [23] was provided by Hawkins [55].
In general, multiple solutions for the estimate of parameters are possible. When multiple solutions occur, either solution would be the one of interest and should be examined with an eventual choice of a preferred solution in mind. And when a clear decision cannot be made on the basis of any tests, a larger sample should be taken if conditions so permit. Even if some tests are possible, the confidence of conclusion of the estimates are far weakened. Having multiple solutions for estimate is one of the shortcomings of the method of moments.

Later Rao [99] considered the same problem for the special case of equal variances and his results led to a simple set of equations having a unique solution. Rao's method was later programmed for computer use by Hasselblad [52] and was found to work very well.

Gregor [47], based on the idea of Doetsch [32] as provided by Medgyessi [78], constructed an algorithm which can be used to find the mean of each component with the aid of a Fourier transformation of the given density function. The method of reduction of variances was utilized to determine the unknown variance and frequencies of the components (using the continued fraction approximation for the error function). To test the goodness of fit, Kolmogorov-Smirnov test statistic was used.

Day [29] considered the estimate of the proportion of mixture $\alpha$ by the method of moments when each component is a multivariate normal with common variance matrix. For the univariate case, some simulation results showed that the estimates behave nearly as well as maximum likelihood estimates. However, when the dimensionality of the component gets larger, the estimates appear poor.
John [60] considered a related but different model of the problem. It was assumed that the sample of size \( N \) was the result of mixing a random sample of size \( N_1 \) from a \( p \)-variate normal population with mean \( \mu_1 \) and the covariance matrix \( \Sigma_1 \) with an independent random sample of size \( N_2 \) from another \( p \)-variate normal population with mean \( \mu_2 \) and covariance matrix \( \Sigma_2 \). It was desired to estimate \( N_1, N_2, \mu_1, \mu_2 \) and \( \Sigma \). The method of moments was considered for the case \( p = 1 \). It was shown that in this case there was an unique solution for the estimates. The same method proposed can be applied to the general case of \( p > 1 \). Asymptotic normality of the moment estimates was also studied by John [60]. For \( p = 2 \), an example was worked out using the proposed method.

Mendenhall and Hader [80] considered the case when the components have the exponential distributions. Rider [100] also considered the same case with less restrictions and derived the estimates by the method of moments. It was shown that the estimates obtained were consistent. However, it is not clear whether the estimates always exist. Cohen [22] considered the cases of mixture of the Poisson distributions and a mixture of one Poisson and one binomial. In the former case, he considered the estimates based on the first two sample moments and the zero sample frequency. Again, he considered the mixture of truncated Poisson distributions with missing zero classes. For the latter case, he used the technique of factorial moments.

As the author pointed out, in practice, the more difficult and most important problem is to determine which components are appropriate to fit the data. Rider [100] also considered the case of Poisson mixture, and computed asymptotic variances. When the components are binomial, Blischke [7] used the technique of factorial moments to obtain some relations among moments and parameters. First three moments were computed to obtain three equations so that a unique solution is possible for the three unknown parameters. However,
the estimates obtained by Blischke [7] have the unpleasant feature of assuming complex as well as indeterminate values with positive probability, though this probability tends to zero as sample size increases to infinity. He also showed that the moment estimates $\hat{\theta} = (\hat{p}_1, \hat{p}_2, \hat{\alpha})$ are asymptotically normal and consistent. Blischke also considered asymptotic relative efficiency (ARE) of the moment estimates $\hat{\theta} = (\hat{p}_1, \hat{p}_2, \hat{\alpha})$. When the components of the estimates $\hat{\theta}$ are considered jointly, a joint asymptotic relative efficiency (JARE) of $\hat{\theta}$ relative to the maximum likelihood estimate $\hat{\theta}^*$ was defined by the square of the ratio of the areas of the ellipse of concentration of the respective asymptotic normal distributions. It was proved that the joint asymptotic relative efficiency is given by $\det(\Sigma_{\theta^*})/\det(\Sigma_{\hat{\theta}})$ where $\Sigma_{\hat{\theta}}$ is the covariance matrix of $\hat{\theta}$. For some special values of $p_1, p_2$ and $\alpha$, Blischke [7] computed both ARE and JARE and it was found that neither ARE nor JARE are monotone with respect to $n$. However, in the limiting case, they always attain the value 1.

Blischke [9] considered a general case of $r$ ($r > 2$) binomial components with $2r-1$ parameters to be estimated. He also applied the method of moments to obtain the first estimate. Then, he considered another efficient estimate based on the moment estimates. This construction of an alternative estimate was done at the suggestion of Le Cam [73]. By Neyman's linearization technique BAN estimates were also constructed. Asymptotic relative efficiency and joint asymptotic relative efficiency of the moment estimates were discussed by Blischke [9]. A numerical example for comparing the method of moment and other two alternative methods was given.
The results for the mixture of r binomials can also be obtained for a number of other distributions. For example, they are applicable to mixtures on p (with known k) of negative binomial, and hence to its special cases, the Pascal and geometric distributions. As regards other cases, Bliss and Fisher [10], Shenton and Wallington [114] and Katti and Gurland [66] have discussed the negative binomial which is a compound Poisson distribution. Sprott [122] and Katti and Gurland [65] discussed the case of the Poisson-binomial distribution which is the Poisson mixture of the parameter n of binomial. The case of the Poisson-negative binomial was studied by Katti and Gurland [64]. For the Neyman contagious distributions (see [85]), Shenton [112] discussed efficiency of the moment estimates. And for a two parameter beta-distribution mixture on parameter p of binomial which is the so-called negative hypergeometric due to Shenton [113], the moment estimates were studied by Skellam [115]. Mosimann [82] studied the mixture of multinomials. Falls [38] considered a mixture distribution of two Weibull distribution each with different scale and different shape parameter. Moment estimates were proposed and some graphical illustration and a numerical example were given by Falls [38]. For some other details reference should be made to Blischke [7] and Isaenko and Urbakh [59].

Moment estimates are usually not considered very efficient except for some cases such as the normal, binomial and Poisson distributions. Methods more efficient such as the method of maximum likelihood are more desirable. However, in many cases, such as for example when more unknown parameters need to be estimated, the maximum likelihood equations are found complicated and almost intractable. Under this situation, one may still consider the moment estimates.
For some further studies on the efficiency of moment estimates reference should be made to [112], [113], [122], [7], [9], [42], [52], [126] and [55].

2B. Method of Maximum Likelihood

In many cases, maximum likelihood estimates are considered to be more efficient than the moment estimates. For the problem of estimating parameters in the distribution of mixtures, most authors treated it by the method of moments in the early years. In 1966, Hasselblad first considered the estimation problem by the method of maximum likelihood. The population from which we sample obeys a density function which is a mixture of k normal densities. Taking the logarithm of the likelihood function and differentiating with respect to each of the parameters \( \mu_i \) (mean), \( \sigma^2_i \) (normal variance) and \( \alpha_i \) (mixture proportion), \( i = 1, 2, \ldots, k \), and equating them to zero, Hasselblad [52] obtained \( 3k-1 \) independent equations with \( 3k-1 \) unknown parameters. By substitution of some equal quantities in some equations into other equations, he obtained the first iteration scheme. A rough estimate from the truncation method is used as an initial guess for this scheme. The generalized steepest descent method proposed by Goldstein was applied. It can be shown that the direction traveled by the procedure at each iteration possesses a positive inner product with respect to the gradient. For an alternative treatment of the \( 3k-1 \) equations, Hasselblad [52] applied the Newton iteration method, and finally he obtained a matrix equation of an iteration scheme. The investigation of the variances of the estimates are important. Hasselblad [52] gave the explicit formula for the second partials of logarithms of the likelihood-function and from these, the information matrix and thus the variance-covariance matrix of the estimates was approximated. Some details of the asymptotic variances of the estimates of
the means, proportions and standard deviations were also given. However,
it should be pointed out that the solutions are limited to grouped data in
which all class intervals are of equal width. And, in practice, Hasselblad's
results obtained would not be likely to show satisfactory unless some conditions
are met, for example, grouping intervals are narrow, and when
k = 2, it is desired to have sample of size 1000 or more
and when k is large, even larger sample sizes are needed. When the separation
between component means is too insufficient and to produce k distinct
sample modes, the estimates obtained are very likely to be unreliable.

For the same problem, Behboodian [6] showed that the maximum likelihood
estimates for the component mean $\hat{\mu}_i$ and component variance $\hat{\sigma}_i^2$ are, in fact,
respectively, a weighted sample mean $\hat{\mu}_i = \frac{1}{n} \sum_{j=1}^{n} \hat{w}_{ij} X_j$ and the weighted sample
variance $\hat{\sigma}_i^2 = \frac{1}{n} \sum_{j=1}^{n} \hat{w}_{ij} (X_j - \hat{\mu}_i)^2$ for $i = 1, 2, \ldots, k$, where $\hat{w}_{ij}$ are the values of
$w_{ij}$ obtained by replacing $\mu_i$, $\sigma_i^2$ and $\alpha_i$ by $\hat{\mu}_i$, $\hat{\sigma}_i^2$ and $\hat{\alpha}_i$ and $w_{ij}$ satisfies
$w_{ij} = f_i(x_j)/nf(x_j)$, $i = 1, 2, \ldots, k$, $j = 1, 2, \ldots, n$. Furthermore,

$$\hat{w}_{ij} \text{ satsify } \sum_{i=1}^{k} \alpha_i \hat{w}_{ij} = \frac{1}{n} \quad (j = 1, 2, \ldots, n)$$

and

$$\sum_{j=1}^{n} \hat{w}_{ij} = 1 \quad (i = 1, 2, \ldots, k),$$

where $f_i(x)$ and $f(x)$ are, respectively, the density of ith component and
the mixture distribution. Wolfe [135] obtained similar results
by considering the case of multivariate normal density $f_i(x, \theta_i)$
for each component and he introduced the so-called "probability of membership"
of a vector $x$ in type $i$ which is defined as $P(i|x) = \frac{\alpha_i f_i(x, \theta_i)}{f(x)}$ where $f(x)$
is the mixture density. Furthermore, he showed that the MLE of $\hat{\alpha}_i$, $\hat{\mu}_i$ and
$\hat{\sigma}_i$ are given by
\[
\hat{\alpha}_i = \frac{1}{n} \sum_{j=1}^{n} \hat{P}(i|X_j), \quad \hat{\mu}_{ij} = \frac{1}{n \hat{\alpha}_i} \sum_{r=1}^{n} \hat{P}(i|X_r) X_{rj} \quad \text{and}
\]
\[
\hat{\sigma}_{ij}(s) = \frac{1}{n \hat{\alpha}_i} \sum_{r=1}^{n} \hat{P}(s|X_r) (X_{ir} - \hat{\mu}_{si}) (X_{jr} - \hat{\mu}_{sj}),
\]

where \( \mu_{ij} \) and \( x_{ij} \) are the \( j \)-th component of \( \mu \) and \( x_i \), and \( \sigma_{ij}(s) \) is the \( (i,j) \)-th element in \( \hat{\Sigma} \), which is the covariance of the \( s \)-th component. These results are more general than those of Behboodian [6]. It is obvious that \( \hat{w}_{ij} \)'s are the functions of observations \( x_1, x_2, \ldots, x_n \). To solve for \( \hat{w}_{ij} \), one has to solve the simultaneous functional equations which are rather complicated.

In 1969, Day [29] considered the mixture of two \( p \)-multivariate normal populations with equal covariance matrix \( \hat{\Sigma} \). There are \( \frac{1}{2}p^2 + \frac{5}{2}p + 1 \) unknown parameters which are to be estimated. As usual, taking the logarithm and differentiating in turn with respect to each unknown parameter and equating to zero, they obtained a set of equations. By introducing the quantity \( P(i|X_j) \), the probability that observation \( X_j \) comes from the component \( i \), Day was able to express the maximum likelihood estimates of unknown parameters in terms of the estimates of \( P(i|X_j) \), denoted by \( \hat{P}(i|X_j) \) which can be simply expressed in terms of some quantities which are functions of \( \hat{\alpha} \) and the estimated Mahalanobis distance in terms of the maximum likelihood estimates. Finally, an iterative scheme was set up. If the initial guesses are close to the real values satisfying the scheme, it can be shown that the sequences generated by the iterative process converge to the solutions. However, solutions may not be unique. For example, when \( p \geq 3 \), and the Mahalanobis distance between the two components \( \Delta = [(\mu_1 - \mu_2) \quad \hat{\Sigma}^{-1}(\mu_1 - \mu_2)] \quad \frac{1}{2} \) is small, say less than 2 and the sample size is small, the solutions are nearly
multiple. In this situation, one has to check up at each local maximum to determine where the over-all maximum lies. And this is some shortcoming. By repeating the iterative process from enough different starting points, all the local maxima can be found. However, the maximum likelihood estimates are invariant under linear transformation. This property is helpful for the simulation study. These estimates are, of course, asymptotically minimum variance unbiased for \( \Delta > 0 \). Instead of estimating the mean and variance, it seems more interesting to estimate the generalized distance \( \Delta \). The asymptotic variance of \( \hat{\Delta} \) is given by \( r(\Delta)/n \) where \( \{r(\Delta)\}^{-1} = E\left(\frac{2 \log f(x)}{\Delta} \right)^2 \). When \( \Delta \) is small, Day showed that \( \{r(\Delta)\}^{-1} = \frac{3}{2} \alpha^2 (1-\alpha^2)(1-2\alpha)^2 \Delta^4 + O(\Delta^6) \), ignoring the correlation of \( \hat{\alpha} \) and \( \hat{\Delta} \). When \( \Delta \) is large, \( \{r(\Delta)\}^{-1} \) is approximately by \( \alpha(1-\alpha)(1+2\alpha(1-\alpha)\Delta^2)(1+\alpha(1-\alpha)\Delta^2)^{-2} \).

For more than 2 components, the analogous iterative procedures were suggested.

When the component multivariate densities \( f_i(x) \)'s are all specified, there are \( k-1 \) proportion parameters which remain unknown and need to be estimated. Peters and Coberly [91] gave a necessary condition that if \( \hat{\alpha} \) is a maximum likelihood estimate (MLE) then \( \hat{\alpha} \) satisfies a fixed point equation \( \alpha = G(\alpha) \) where \( G \) is a vector-valued function with its ith component equal to \( \frac{1}{n} \sum_{j=1}^{n} \frac{\hat{a}_i f_i(x_j)}{f(x_j, \hat{\alpha})} \), \( i = 1, \ldots, k \). In order to find this fixed point, some properties of \( \hat{\alpha} \) and \( G \) were found. It was shown that \( G \) is a local contraction at \( \hat{\alpha} \) if the rank of \( M = (f_i(x_j))_{n \times k} \) is \( k \) and \( \hat{\alpha} \) is a MLE and is an interior point. In fact, if \( \hat{\beta} \) is an interior point such that \( \hat{\alpha} = \lim G^n(\hat{\beta}) \), then \( \hat{\beta} \) is a MLE. When \( k = 2 \), and \( \beta \) is an interior point in its domain, \( G^n(\beta) \) converges to the MLE. It should be
pointed out that the fixed point $\hat{\beta}$ satisfying $\hat{\beta} = G(\hat{\beta})$ is not unique.

A method is suggested to choose a starting point which is based on the maximum-likelihood classifier. An example was used to show the iterations needed for the accuracy of $0.5 \times 10^{-1}$ ($i = 2, 3, 4$) starting from 7 different points. For the accuracy $0.5 \times 10^{-4}$, the number of iterations for the worst case did not exceed 70.

For a finite mixture of $k$ exponential families with $r$ unknown parameters in each component density, there are $rk + k - 1$ parameters, including the $k-1$ unknown proportions, to be estimated. Hasselblad [53] derived a set of equations which form as successive substitutions iteration scheme. For a practical computation, initial estimates are necessary and three methods for these estimates are proposed. One of these methods was guess-work depending on either data, like, the mode of the sample, or other knowledge of the problem at hand. It was found that the initial estimates were unimportant relative to the method of obtaining estimates as long as they were in their admissible ranges. For some special distributions such as Poisson, binomial, and exponential, exact iterative procedures were given and a numerical example for each case was provided. Asymptotic variances of the estimators of parameters were derived in the Poisson example. For the binomial case, with $k=2$, the moment estimates proposed by Blischke [9] was applied to the same data given in the example and some comparisons between the MLE and the moment estimates were made. It was found that the MLE estimate are superior to the moment estimates in some sense for the small sample study of size 100. The MLE always lies in the admissible range whenever the initial guess is in the same range and this is not the case for the moment estimates. Also the variance of the MLE is smaller than that of the moment estimates. However, the asymptotic variance may be very large if the sub-populations are not well separated. Therefore sample sizes of 1000 or more
are always desirable for the MLE. It can be expected that the moment estimates may be very bad when sample sizes are small. Day [29] has shown that when the components are multivariate normal, the moment estimates are essentially useless.

The joint asymptotic relative efficiency comparisons in [17] and [126] show that the MLE are much more efficient than the moment estimates, especially, when \( \Delta = |\mu_2 - \mu_1|/\min(\sigma_1, \sigma_2) \leq 2 \). Hosmer [56] used Monte Carlo simulation to study the MLE for \( \Delta \leq 3 \) with \( \sigma_1 \neq \sigma_2 \) and with relatively small sample size \( n \leq 300 \). This is interesting because both [53] and [29] suggested large sample size as strongly desirable, especially, when the two components are not well-separated. Using the iterative procedure proposed in [52], Hosmer used a stopping time \( N = i \) whenever \( 10 \leq i < 1000 \) and \( |L(\hat{\phi}^{(i+1)}) - L(\hat{\phi}^{(i)})| \leq 10^{-4} \) and took \( \hat{\phi}^{(i+1)} \). Otherwise, he suggested taking \( N = 999 \) (with \( N \geq 10 \)). In the preceding, \( L \) is the likelihood function, \( \hat{\phi} = (\alpha, \mu_1, \sigma_1, \mu_2, \sigma_2) \), and \( \hat{\phi}^{(0)} \) is the initial estimate. There is a strong indication that the initial guess \( \hat{\phi}^{(0)} \) does not seem to have much effect on the MLE \( \hat{\phi} \). With sample size \( n = 100 \), and \( \hat{\phi}^{(0)} = (0.3, 0, 1, 1, 1.5) \), for each of 10 different samples, \( \hat{\phi} \) was computed using three quite different initial guesses. In 7 of the 10 samples, the values of \( \hat{\phi} \) obtained by starting with the three different guesses were the same and in two other samples 2 of the 3 initial guesses concluded the same \( \hat{\phi} \). The three values of \( \hat{\phi} \) were significantly different in only one sample. For the true parameters \( \phi = (0.3, 0, 1, \mu_2, 1.5) \), \( \mu_2 = 1, 2, 3 \), simulations for the MLE obtained from 10 samples of size 100 and for true parameters \( \phi = (0.3, 0, 1, 3, 1.5) \), simulations for MLE obtained from 10 samples of size 300 indicate that the MLE may not be accurate enough to provide useful estimates. Hence, the poor behavior of the estimates of the parameters for these examples considered shows that the MLE, though much
more efficient than the moment estimates and perhaps the best method available, may be still highly unsatisfactory for even moderate sample sizes.

The main difficulty in the problems of estimation of mixture is that the data are mixed. When two components are not well separated, some of the data can be from either component with high probability. If the data can be identified with the component of origin or when the data contain information about the mixing proportion, the problem may be easier, the sample size may be reduced and the estimates may still give the same information for the unknown parameter. For this interesting conjecture, Hosmer [57] did the study by using the Monte Carlo method. First, he classified the data into three types. The first type data is mixed and it is called model 0 (M0) sample. A sample where the component of origin of each observation is known with certainty will be called known data. Two types of known data are possible according to whether or not the known data contains information about the mixing proportion. A sample which contains both mixed and known data and where the known data contains no information about the mixing proportion will be referred to as a model 1 (M1) sample, as for example, in the case when 20 male fish and 20 female fish are arbitrarily taken. A model 2 (M2) sample will be referred to the case when the sample contains both mixed and known data, and information about the mixing proportion is contained in the relative number of observations from the two components in the known data. An example of M2 sample would be the case where 100 fish are taken and then the fish are classified as male and female. Let n denote the sample size of M0 sample and let m denote the sample size of M1 or M2 sample. Let the proportion of m to n be denoted by \( r = \frac{m}{n} \). The intent in considering M1 or M2 samples is that one needs only a small amount of known data to improve on the M0 sample. The Monte Carlo study followed the same assumptions.
given in [57] which have been mentioned above except that $\sigma_2 = 2.25$ instead of $\sigma_2 = 1.5$. In this study $r$ was restricted to be 0.1, 0.2 and 0.3 with each value of $n$ and $\phi$. For given $n$, M0 sample was generated as a mixed sample. The known samples for the M1 sample were generated by starting with the first observation generated for the mixed sample and noting the population of origin of each observation successively until exactly $rn/2$ were obtained from each component. These observations became the known sample and the remaining $n(1-r)$ observations the mixed sample. The known samples for M2 sample were constructed by noting the population of origin of the first $nr$ observations for the mixed sample. The observations from the first component formed one known sample and the observations from the second component formed the other known sample. For $n = 100$ and $\phi = (0.3, 0, 1, 1, 2.25)$, 10 samples were generated and the M0, M1 and M2 estimates were computed from each sample. The mean, variance and mean squared error of these estimates were tabulated. The cases for $n = 100$, and for $\mu_2 = 2$, $\mu_2 = 3$ and for $n = 300$, $\mu_2 = 3$, respectively, were also tabulated. From these Monte Carlo results, it is noted that for most parameters, and for various sample sizes considered and the different values of the ratio $r$, the M1 and M2 estimates tend to have smaller variance and mean squared error than those of M0. The variances and the mean square errors of M1 and M2 estimates tend to decrease as $r$ increases. When $n = 100$ and $r = 0.1$, the M1 estimates seem to have smaller variances and mean square errors than those of M2. It is found that the estimates obtained using both the mixed and known data were more accurate than those computed from the small samples. The conjecture that, if the components are not well separated and if part of the mixed sample can be correctly classified or if the mixed sample can be supplemented by a small sample of known data, the estimates would be more accurate, was supported by the Monte Carlo results.
Lindgren [74] studied the problem of estimation of unknown parameters in a finite mixture of distributions or populations. He assumed the existence of unobservable regime variables \( \{X_t\}_{t=1}^{\infty} \), which select the distribution to be observed for each \( t \). Further, he assumed \( \{X_t\}_{t=1}^{\infty} \) is a stationary finite state Markov chain with transition probabilities \( \pi_{jk} = P(X_{t+1} = k \mid X_t = j) \) and stationary distributions \( \pi_j = P(X_t = j) \).

It is noted that in case \( X_t \)'s are independent, we have the classical mixed distribution problem with independent observations. Assuming the proportions \( \pi_j \) (= \( \alpha_j \)) and the transition probabilities to be known. Lindgren [74] found the maximum likelihood estimate of \( \theta = (\theta_1, \ldots, \theta_k) \), where \( \theta_i \) is the parameter of the \( i \)th component of the mixture. Under the assumption that there exists some dependence among \( X_t \)'s, Lindgren has carried out some simulations to show that the maximum likelihood estimate based on the full Markov model is superior to the maximum likelihood estimate based on the assumption that the regimes are independent.

As another direction for the study of statistical properties of the estimates for the parameters in the mixture density, Tubbs and Coberly [134] did the study of the so-called sensitivity of the estimates for the mixing proportions. They considered a mixture of three bivariate normal populations and applied the Monte Carlo method. When the original data from each component of the mixture were shifted (in location and direction), the variations of the estimates for the mixing proportion suggested that the estimates were sensitive. Four kinds of estimate were considered. They were MLE, moment estimate (ME) minimum chi-square estimate, (MCE), and the classification estimate (CE), the last being simply the proportion of the sample which is classified into the \( i \)th class by the maximum-likelihood classifier. Mean square errors for each kind of estimate were plotted. It is interesting to note
(based on the Monte Carlo result) that the ordering of the four estimates, according to the degree of sensitivity, would be \((CE, MLE) \geq MCE \geq ME\). However, it is also apparent that the particular type of shift deviation from the model would result in a different ordering. Hence, if the suspected deviation is known to be of one particular type or direction, a specialized experiment should be done to investigate the sensitivity under that alternative.

2C. Method of Least Squares, Bayesian Approach and Some Other Methods

It is known from previous sections that samples of small size do not, in fact, provide good solutions either for the method of moments or for the method of maximum likelihood. Besides, the computations of estimates using either of these methods are cumbersome and some difficulties such as lack of uniqueness may occur. Therefore, it is desired to study some other methods for estimation. Most of the results described in this section are restricted to the estimation of mixing distribution. In 1968 Choi and Bulgren [21] considered the case of estimating the mixing distribution when the component densities are completely specified. Let \(H_n(x)\) denote the empirical distribution associated with the observed sample \(x\) of size \(n\). If the mixing proportion \(\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_k)\) is used they considered the integral squared errors given by \(S_n(\alpha) = \int (H_\alpha(x) - H_n(x))^2 dH_n(x)\) where \(H_\alpha(x)\) is the cdf of the mixture associated with \(\alpha\). In fact, they considered the case of finite mixture and showed that there exists the solution \(\hat{\alpha}(= \hat{\alpha}_n(x))\) which minimizes \(S_n(\alpha)\) for all \(\alpha\) in the admissible domain. This \(\hat{\alpha}\) is then used as the estimate of the mixing proportion. It has been shown that \(\hat{\alpha}\) converges to the true unknown value of \(\alpha\) with probability one if continuity conditions are assumed for \(H\) in \(\theta_i\) (parameter in mixand density) and \(\alpha_i\) (\(i = 1, 2, \ldots, k\)). Furthermore, asymptotic normality is also shown for the estimate \(\hat{\alpha}\) if non-singularity condition holds for the matrix \((E(H(x, \theta_i)H(x, \theta_j)))\), \(i, j = 1, 2, \ldots, k\). Rate
of convergence of \( \hat{\alpha} \) is shown to be \( O(\alpha \sqrt{n}/n) \) for all \( n \geq n_0 \) with probability one. These asymptotic properties are very helpful for the study of the estimates. In 1969, Choi [20] considered the case of estimating the mixing proportion and unknown parameters in the component densities when the functional form of the component distribution is specified. He used the same criterion of the integral squared errors. The same optimal asymptotic properties are shown to hold if some other extra conditions on the first and second derivatives of \( H(x, \alpha) \) with respect to \( \alpha_i \) (\( i = 1, 2, \ldots, k \)) are satisfied. It should be noted that the parameters to be estimated in this situation are given by \( G = (\alpha_1, \alpha_2, \ldots, \alpha_k, \theta_1, \theta_2, \ldots, \theta_k) \) when \( \theta_i 's \) are the parameters in the \( i \)th component distribution. Some Monte Carlo studies are made in [21]. Each component is assumed to be a univariate normal density with common variance 1. The number of components ranges from 2 to 5. Sample size ranged between 10 and 400. Simulations were repeated 500 times and mean square errors were computed. It was found that mean square errors are small when sample sizes are at least as large as 200 and the mean square errors were not largely affected by the number of components. The result of Choi [20] can be extended to the case of continuous mixing distribution by taking a sequence of distributions as its approximation. The criterion of errors considered by [21] and [20] in fact can be extended to become
\[
\int (H_\alpha(x) - H_n(x))^2 dW(x)
\]
where \( W(x) \) is some weight function. As Bartlett and MacDonald [2] have studied, a good choice of \( W(x) \) is not easy. The special case \( k = 2 \) has been studied in [2] and for \( k \geq 3 \), the situation is quite complicated. The criterion of errors considered in [21] is, in fact, the Cramer-Von Mises type or Wolfowitz distance between two sample functions. If this distance is defined to be the Kolmogorov type
\[
\sup_x |H_\alpha(x) - H_n(x)|,
\]
then the solutions \( \hat{\alpha} = \hat{\alpha}_n(x) \) to minimize this distance have been considered by Deely and Druse [30]. This paper is related to the
empirical Bayes approach of Robbins [102]. They considered the problem of estimating the general mixing distribution $G(\alpha)$ by choosing a sequence of discrete distributions $\{G_n(\alpha)\}$, where for each $n$, $G_n(\alpha)$ depends on the sample $X_n$ of size $n$, such that $G_n(\alpha)$ converges weakly to $G(\alpha)$ with probability one. For each $n$, an admissible $\hat{G}_n(\alpha)$ is chosen so that the minimum of the uniform distance between $H_{G_n}(\alpha)(x)$ and $H_n(x)$ is attained. For each sample size $n$, a sequence $\{\hat{G}_n(\alpha)\}$ is obtained to approximate the real $G(\alpha)$. Under some mild conditions, it has been shown that $\hat{G}_n(\alpha)$ converges almost surely to $G(\alpha)$ at any continuity point of $G$ with probability one. The existence of such $\hat{G}_n(\alpha)$ for each $n$ is guaranteed and its computation involves a linear programming problem. To be more general, suppose $d$ is any metric for the topology of weak convergence of probabilities on the sample space (see Parthasarthy [89]). Let $\mathcal{G}$ denote the set of all mixing distribution functions $G(\alpha)$ defined on $\Omega$, the parameter space. For the topology of weak convergence, suppose $\mathcal{G}$ is compact and for a sequence $\{\mathcal{G}_i\}_{i=1}^{\infty}$ of subclasses of $\mathcal{G}$ satisfies $\bigcup_{i=1}^{\infty} \mathcal{G}_i = \mathcal{G}$. If $\hat{G}_n(\alpha)$ is so chosen such that for each $n$, $\hat{G}_n(\alpha) \in \mathcal{G}_n$ and $d(H_{\hat{G}_n}(\alpha), H_n)$ attains its infimum for all $G_n(\alpha) \in \mathcal{G}_n$, then it is shown [16] that $\hat{G}_n(\alpha)$ converges weakly to $G(\alpha)$ with probability one if $F(x, \alpha)$ is continuous with respect to $\alpha$. The results in [30] can thus be obtained by taking some special metric satisfying some conditions. Some other conditions for the weak convergence of $\hat{G}_n(\alpha)$ have also been studied in [16]. Using another approach, Blum and Susarla [11] considered a partition of parameter space $\Omega$. A step function $G_n$ is constructed such that on each division of the partition, the constant value is given according to some weight which are controlled by the local maximum and minimum values of the mixture density on this division. When the mixture density $h_G(\cdot)$ is unknown, an estimate $\hat{h}_n(\cdot) \in \mathcal{G}_n$ ($= \hat{h}_n(\cdot, x_1, x_2, \ldots, x_n)$) satisfying $\sup_x |\hat{h}_n(x) - h_G(x)| \rightarrow 0$ a.s. is used to replace $h_G(\cdot)$. If some conditions similar to continuity in both $x$ and $\theta$
are satisfied by the component density $f(x, \theta)$, then the weak convergence of $\hat{G}_n$ to the real mixing distribution $G(x)$ holds almost surely. Furthermore, when $\theta$ is a location or scale parameter, it has been shown that
$$|h_{\hat{G}_n}(x) - h_G(x)| \to 0 \text{ a.s. and } E(h_{\hat{G}_n}(x) - h_G(x))^2 = o(n^{-c_1}) \text{ where } c_1 = \min(2c, 1-2c)$$
for some constant $c$ satisfying $\epsilon_n = n^{-c}$. The construction of $\hat{G}_n$ is possible by linear programming though not simple. One question may be raised how the partition of $\Omega$ is taken so that for practical application, the convergence of $\hat{G}_n$ would be more reasonable. Blum and Susarla compared their results with those given in [30] and [20].

If the observations from the mixture population are restricted to the positive integer value, Rolph [105] first considered Bayes estimation of $G(\alpha)$. Some assumptions were made by Rolph. $\Omega$ is a finite interval and considering $f(x, \alpha)$ as a function of $\alpha$, say, $q_x(\alpha)$ for a fixed $x$,
$$q_x(\alpha) = \sum_{i=0}^{\infty} a_i(x)\alpha^i$$
(In fact, continuity of $q$ in $\alpha$ is sufficient). Then, the unconditional mass function (mixture mass function) can be expressed as a summation of sequence of $i$th moment of $G(\alpha)$. Properly putting some prior distribution of the set $\mathcal{G}$ of distributions defined on $\Omega$, consider the Bayes estimate $\hat{G}$ which minimizes the risk associated with some loss function $L(\hat{G}, G)$. Under some conditions, the Bayes estimate of $G$ is just the expectation of the posterior distribution. The Bayes estimate $\hat{G}$ is thus determined by taking the distribution with $(\hat{m}_1, \hat{m}_2, \ldots)$ as its moments where each $\hat{m}_i$ is the expected $i$th moment under the posterior distribution.

Consider the loss function of the form $\sum_1^t (m_i(\hat{G}) - m_i(G))^2$ where $m_i(G)$ is the $i$th moment of $G$. Suppose $G_t$ and $G_{\hat{t}}$ are the two boundaries where distributions having $(\hat{m}_1, \hat{m}_2, \ldots, \hat{m}_{t-1})$ as their moments then, the estimate $\hat{G}_n$ is defined as the convex combination of $G_t$ and $G_{\hat{t}}$. It has been shown that the sequence $\{\hat{G}_n\}$ ($\hat{G}_n = \hat{G}_n(x_1, x_2, \ldots, x_n)$) is consistent. Relaxing
the restriction to Ω being a half-line, Meeeden [79] chose the prior distribution on the set of distribution on Ω in another way. Using some results of [105] Meeeden [79] was able to show that the Bayes estimate under his set-up was consistent. These mathematical constructions and proofs are complete; however, the practical computation of the estimate is not so easy and still needs more investigation.

Properties of consistency or weak convergence are important and desirable and fundamental for our study of estimation of mixing distribution. The above properties may not hold when sample size is small. Paying attention to the small sample property, Boes [13] considered the possibility of some estimates to attain the Cramer-Rao bound. Restricting to the case of finite mixture, he obtained the necessary and sufficient conditions for the attainment of the Cramer-Rao lower bound for the variance of the estimate of α when k = 2. A uniformly minimum variance estimator of α was obtained which was also shown to be consistent [13]. When k ≥ 3, some jointly efficient estimates were obtained by Boes [13]. By an estimate \( \hat{\theta}(x) = (\hat{\theta}_1(x), \hat{\theta}_2(x), \ldots, \hat{\theta}_k(x)) \) jointly efficient for \( \theta = (\theta_1, \theta_2, \ldots, \theta_k) \) in some set U, we mean the ellipsoid of concentration of \( \hat{\theta}(x) \), centered at \( \theta \), coincides with the minimum ellipsoid of concentration. Again, by considering the risk defined by \( R(\hat{\theta}, \theta) = \sum_{i=1}^{k-1} a_i \text{Var} \hat{\theta}_i \), where \( \hat{\theta} \in U \equiv \) set of all unbiased estimate of \( \theta = (\theta_1, \theta_2, \ldots, \theta_k) \) and for some constants \( a_1, a_2, \ldots, a_{k-1} \). Then, it is obvious that \( R(\hat{\theta}, \theta) \geq \sum_{i=1}^{k-1} a_i I_{ii}(\theta) \) where \( I_{ij}(\theta) = (I_{ij}(\theta))^{-1} \) and \( I_{ij}(\theta) = E[(\frac{\partial}{\partial \theta_i} \ln h)(\frac{\partial}{\partial \theta_j} \ln h)] \) and where h denotes the likelihood function. Denoting \( L(\theta) = \sum_{i=1}^{k} a_i I_{ii}(\theta) \), by \( \theta^0 \)-efficient estimate of \( \theta \), we mean \( R(\hat{\theta}, \theta^0) = L(\theta) \). Let \( \Omega^0 = \{ \theta = (\theta_1, \theta_2, \ldots, \theta_k) : \theta_1 > 0, \sum_{i=1}^{k} \theta_i \leq 1 \} \). Boes [14] has shown that if \( \theta^* \) is a point in \( \Omega^0 \) for which \( L(\theta) \) attains its maximum, then the \( \theta^*- \) efficient estimate
\( \hat{\theta}(\theta^*) = (\hat{\theta}_1(\theta^*), \hat{\theta}_2(\theta^*), \ldots, \hat{\theta}_k(\theta^*)) \) is a minimax unbiased estimate for \( \theta \) in the sense that \( \sup_{\theta} R(\hat{\theta}(\theta^*), \theta) \leq \sup_{\theta} R(\hat{\theta}, \theta) \quad \forall \hat{\theta} \in U \). This is a very desirable result if such a minimax unbiased estimate can be found. Some examples were given by Boes. It is interesting to mention an example to see the simplicity of the estimate. If \( k = 3 \) and each component is uniform such that \( f_1 = \frac{1}{2} \) in \( (0,2) \), \( f_2 = \frac{1}{2} \) in \( (2,4) \) and \( f_3 = \frac{1}{2} \) in \( (1,3) \). For some (any) constants \( a_i \), it is seen that the minimax unbiased estimate is given by

\[
\left( \hat{\theta}_1, \hat{\theta}_2 \right) = \left( \frac{1}{2} + \frac{N_1 - N_3}{n}, \frac{1}{2} + \frac{N_4 - N_2}{n} \right)
\]

where \( N_i \) is the number of observations falling in \( (i-1, i] \), \( i = 1, 2, 3, 4 \).

Finally, by the approach of curve fitting, Preston [94] proposed to fit the mixing distribution by piece-wise polynomial arcs. Here it is assumed that each component density is discrete. The estimations given in [30], [109] and [79] are all step function approximations to the mixing distribution. Hence, polynomial approximation would be more preferable and accurate if the approximations are appropriate. Let \( \hat{G}(a) \) denote the polynomial approximation of \( G(a) \). Preston [94] considered the estimate of the form

\[
\hat{G}(a) = \sum_{i=1}^{m} \sum_{j=0}^{r} a_{ij} L_{ij}(a),
\]

where

\[
L_{ij}(a) = \begin{cases} 
0 & \text{if } a < \beta_i \\
\frac{(a-\beta_i)}{(\beta_{i+1} - \beta_i)} & \text{if } \beta_i \leq a < \beta_{i+1} \\
1 & \text{if } \beta_{i+1} \leq a
\end{cases}
\]

\( (L_{10}(\beta_i) = 1) \). \( \{a_{ij}\} \) are a sequence of parameters and \( \beta_i \) are constants. Hence \( \hat{G}(a) \) consists of piece-wise polynomial of degree \( r \). Denoting \( L_{ij}(x) = \sum_{s < x} F(s, a) d_{ij}(a) \), we have \( \hat{H}(x) = \sum_{i=1}^{m} \sum_{j=0}^{r} a_{ij} L_{ij}(x) \). Hence, if \( \hat{G}(a) \) is an estimate of \( G(a) \), \( \hat{H}(x) \) should be an estimate of \( H(x) \). Using the observed sample to form an empirical distribution function \( H_n(x) \) as another estimate of \( H(x) \), the parameters \( \{a_{ij}\} \) to be determined are thus so chosen that \( \hat{H}(x) \) is as close to \( H_n(x) \)
as possible. Take the Kolmogorow type of criterion, \( D(H_n, \hat{H}) = \max_x |H_n(x) - \hat{H}(x)| \). \( \{a_{ij}\} \) are chosen that \( D(H_n, \hat{H}) \) is minimized subject to the constraint that \( \hat{G}(\alpha) \) is a distribution function. Some special cases in which \( \hat{G}(\alpha) \) is a step function, piece-wise linear, piece-wise quadratic, have been discussed. To study the goodness of the estimate \( \hat{G}(\alpha) \) for \( G(\alpha) \), a criterion \( K(\varphi) = \sum_x \{ \varphi(x) - \varphi_G(x) \} h(x) \) is defined. It is shown that \( \hat{G}(\alpha) \) is good from an empirical Bayes point of view if \( E(K(\varphi)) \) (the expectation is taken with respect to the random sample on which \( \hat{G}(\alpha) \) is based) is small. Some numerical examples are studied and \( D \) and \( K \) are computed. However, for the practical and general purposes, a good choice of location of \( \beta_i \) is not clearly established. It is also obvious that if \( H_n(x) \) is not close to \( H(x) \), the estimate \( \hat{G}(\alpha) \) would also be unreliable. Asymptotic properties of \( \hat{G}(\alpha) \) are not given though it may be consistent or weakly convergent.

3. Testing Statistical Hypothesis

Most papers concerning the inferences about mixture densities are related to the estimation of parameters. In practical situation, it is desirable to know whether an observed sample is from a population which is a mixture of two known populations. Generally, we may be interested in knowing whether the distribution function of one population is a mixture of the distribution functions of the other two populations. This kind of inference is quite different to that of estimation. On the other hand, we may, sometimes, wish to know whether the mean of a mixture population is equal to some known values. This is the standard hypothesis testing problem.

Thomas [132] in 1969 considered the problem whether one population is a mixture of two other populations. Let the three populations be denoted, respectively, by \( \pi_1 \), \( \pi_2 \), and \( \pi_3 \) and the associated cdf be denoted by
$F_1(x)$, $F_2(x)$ and $F_3(x)$. Let $x_i$, $i = 1, 2, 3$ be the observation from the populations $\pi_i$, $i = 1, 2, 3$, respectively and let $R_i$ denote the rank of $x_i$ in the triple $(x_1, x_2, x_3)$. Thomas [132] proposed a 0-1 valued statistic $t$ which is defined by

$$t(R_1, R_2, R_3) = \begin{cases} 0 & \text{if } (R_1, R_2, R_3) \text{ is an even permutation of } (1, 2, 3), \\ 1 & \text{otherwise.} \end{cases}$$

It has been shown that if $\pi_3$ is really a mixture of $\pi_1$ and $\pi_2$, then $E(t) = \frac{1}{2}$. It was pointed out that, in fact, if the mixture is extended to $k(k - 3)$ components, then with a similar definition of $t$, the result holds. Suppose $(X_{1i}, X_{2i}, \ldots, X_{ni})$, $i = 1, 2, 3$ is a sample from $\pi_i$, $i = 1, 2, 3$. Define a symmetrized $U$ statistic by

$$(3.1) \quad t^*_n = \frac{1}{n_1n_2n_3} \sum_{i,j,k} t(R_{1i}, R_{2j}, R_{3k}),$$

where the summation is over all possible values of $i$, $j$ and $k$ and $n = \min(n_1, n_2, n_3)$. Note that $R_{1i}$, $R_{2j}$, $R_{3k}$ respectively is the rank of $X_{1i}$, $(X_{2j}, X_{3k}$ respectively) among the triple $(X_{1i}, X_{2j}, X_{3k})$. Then, $t^*_n$ is asymptotically normal. In fact, it has been shown [132] that $(t^*_n - \frac{1}{2}) \sqrt{n} \overset{d}{\rightarrow} \mathcal{N}(0, 1)$, the standard normal, if $F_1 \neq F_2$. Hence, $t^*_n$ can be used for the test of the null hypothesis that $F_3$ is a mixture of $F_1$ and $F_2$. However, it is to be noted that the mixture of $F_3$ is not a necessary condition for $E(t) = \frac{1}{2}$.

Now consider the following situation of null and alternative hypotheses;

$H_0$: $F_3(x) = \alpha F_1(x) + (1-\alpha) F_2(x)$ for all $x$ for some $0 < \alpha < 1$. $H_1$: $F_3(x) = \alpha F_1(x) + (1-\alpha) F_2(x)$ has a nondegenerate solution at $x = a$ and no other finite solutions. Then, under $H_1$, it can be shown that

$$E(t) > \frac{1}{2} \text{ if, and only if, } f_3(a) - \alpha f_1(a) - (1-\alpha) f_2(a) > 0$$

while $E(t) = \frac{1}{2}$ under $H_0$. It can also be shown that var($t^*_n$) $\rightarrow 0$ under $H_0$ and $H_1$. Hence, the two-sided test

Reject $H_0$ if $|t^*_n - \frac{1}{2}| > \varepsilon(b)$
is consistent for testing $H_0$ against $H_1$ for some significance level $\alpha$.

Let $r_j(1)$ denote the number of $X_{1j}$'s less than or equal to $X_{2j}$ and let $r_j(3)$ be the number of $X_{3r}$'s less than or equal to $X_{2j}$ and let $S_r(i)$ $(i = 1, 2)$ denote the number of $X_{ij}$'s less than or equal to $X_{3r}$.

Then the statistic $t^*$ defined by (3.1) can be expressed as

$$t^* = \frac{1}{n_1 n_3} \sum_{r=1}^{n_3} S_r(1) + \frac{1}{n_2 n_3} \sum_{j=1}^{n_2} r_j(3) - \frac{1}{n_1 n_2} \sum_{j=1}^{n_2} r_j(1).$$

From this and some other relations the proportion $\alpha$ can then be estimated by

$$\hat{\alpha} = \frac{n_2}{n_1} \sum_{j=1}^{n_2} r_j(3) - \frac{1}{2} n_1 n_2 n_3) / \left( \frac{n_3}{n_2} \sum_{r=1}^{n_3} S_r(1) + n_1 \sum_{j=1}^{n_2} r_j(3) - n_1 n_2 n_3 \right).$$

Also, if $\delta = \Pr\{X_1 < X_2\}$, then $\delta = \int_{-\infty}^{\infty} F_1(x) dF_2(x)$ and $\delta$ can be estimated by

$$\hat{\delta} = \frac{n_2}{n_1 n_2} \sum_{j=1}^{n_2} r_j(1).$$

(4.3) Let $\beta_i = \int_{-\infty}^{\infty} F_1(x) F_2(x) \frac{dF_1(x)}{dF_2(x)} (i=1,2).$

Then, the probabilities $2\beta_1$ and $2\beta_2$ can, similarly, be estimated by considering these triples $(X_{1i}, X_{1j}, X_{2j})$ and $(X_{1i}, X_{2s}, X_{2j})$, respectively, where $i \neq r, j \neq s$.

Assume that each of the 3 samples is of size $2n$. Let $A$ be the set consisting of a random choice of $n$ readings from the 3 samples and let $A'$ denote the set of the remaining $3n$ readings. Let $F_{1n}(x)$ denote the empirical distribution functions associated with $\pi_i$ $(i = 1, 2, 3)$ obtained from $A'$.

Suppose $\hat{\alpha}$ is calculated from $A$ and is such that

$$\hat{\alpha} - \alpha = 0(n^{-1}).$$
(3.5) \( E(\hat{\alpha} - \alpha) = 0(n^{-1}) \)

(3.6) \( E(\hat{\alpha} - \alpha)^2 = \frac{v^2}{n} + 0(n^{-2}) \).

Define

(3.7) \( \tau_n^2 = n \int_{-\infty}^\infty (\hat{\alpha} F_{1n}(x) + (1-\hat{\alpha}) F_{2n}(x) - F_{3n}(x))^2 \, dF_{3n}(x) \)

(3.8) \( \tau_n^e = n \int_{-\infty}^\infty (\hat{\alpha} F_{1n}(x) + (1-\hat{\alpha}) F_{2n}(x) - F_{3n}(x))^2 \, dF_{3}(x) \)

Then, it is shown by Thomas [132] that under the hypothesis that \( F_3(x) \)
is a mixture of \( F_1(x) \) and \( F_2(x) \), for any \( \varepsilon > 0 \),

(3.9) \( \lim_{n \to \infty} \Pr \{|\tau_n^2 - \tau_n^e|^2 < \varepsilon\} = 1. \)

By (3.6) - (3.8), we have, ignoring the terms \( 0(n^{-1}) \)

(3.10) \( E(\tau_n^e)^2 = \frac{1}{3} + \frac{4}{3} \nu^2 - \frac{1}{2} \alpha(1-\alpha)(1+2\alpha) - \alpha(1-\alpha)(1-2\alpha) \delta \)

\[-2(\nu^2 - \alpha^2(1-\alpha))B_1 - 2(\nu^2 - \alpha(1-\alpha)^2)B_2.\]

Now suppose \( F_3(x) = \alpha(x) F_1(x) + (1-\alpha(x)) F_2(x) \). Thomas [132] considered the following hypotheses

\( H_0: \alpha(x) = \alpha \), for all \( x \), \( 0 < \alpha < 1 \)

\( H_1: \alpha(x) \neq \text{constant}. \)

Using the estimate of \( \alpha \) given by (3.2), Thomas [132] was able to show that

\( \text{Var}(\tau_n^e)^2 = 0(1) \)

where \( \tau_n^e \) is defined by (3.8) and thus under \( H_1 \), for any \( c > 0 \)

\( \lim_{n \to \infty} \Pr \{|D_n| > c\} = 1 \)

where \( D_n \) is the difference between the estimates of the two sides of (3.10).

The critical region of rejecting \( H_0 \) if \( |D_n| > c \), proposed by Thomas [132],
is thus consistent and asymptotically unbiased. Note the treatment of tests is non-parametric.

For a parametric consideration, Johnson [62] studied the same problem that an observed sample was consistent with it being from a mixture of two symmetrical populations. Hence, for his case, he assumed \( F_1 \) and \( F_2 \) are specified and both have symmetrical densities with means \( \mu_1 \) and \( \mu_2 \) and common variance \( \sigma^2 \). Let \( X_j \) denote the \( j \)th observation from \( \pi_3 \). Johnson [62] considered the statistic

\[
\hat{\alpha}_x = (\bar{X}_n - \mu_2)/(\mu_1 - \mu_2)
\]

which can be easily shown to be unbiased for \( \alpha \). For some given a define

\[
Y_j = \begin{cases} 
1 & \text{if } X_j < a \\
0 & \text{otherwise.}
\end{cases}
\]

Let \( p_1 = \Pr(X_1 < a | \mu_1) \) \((i = 1, 2)\).

Consider another statistic

\[
\hat{\alpha}_y = (\bar{Y} - p_2)/(p_1 - p_2)
\]

which can also be seen to be unbiased for \( \alpha \). If \( \hat{\alpha}_x \) and \( \hat{\alpha}_y \) differ greatly, this may be regarded as evidence that \( X_1 \) are not distributed as a mixture of the two given components. Along this approach, Johnson [62] was able to show that \( n \operatorname{Var}(\hat{\alpha}_x - \hat{\alpha}_y) \) was independent of the unknown \( \alpha \), and, therefore, the statistic \( (\hat{\alpha}_x - \hat{\alpha}_y)[\operatorname{Var}(\hat{\alpha}_x - \hat{\alpha}_y)]^{-1/2} \) should have approximately a standard normal distribution. However, this approximation is too rough and inaccurate. For some special normal components, he used \( \sqrt{n}(\hat{\alpha}_x - \hat{\alpha}_y)V^{-1/2} \) as a test statistic which is approximately standard normal for large \( n \), where \( V = n \operatorname{Var}(\hat{\alpha}_x - \hat{\alpha}_y) \) can, in fact be, calculated. Some computations of the test were also made for some special cases. Another test based on the statistic \( U_1 = |X_1 - \frac{1}{2}(\mu_1 + \mu_2)| \) was proposed. It was noted that \( U_1 \) always has the same distribution whether \( X_1 \) comes from \( \pi_1 \) or \( \pi_2 \). The number of \( X_1 \)'s between \( \mu_1 \) and \( \mu_2 \) has a binomial distribution with parameters
n and \( \Phi(\frac{u_1 - u_2}{\sigma}) - \frac{1}{2} \) if \( \pi_3 \) is really a mixture of two normal components.

Comparison of powers based on the two proposed tests has been made by Johnson [62] and it is shown that the latter test is mostly more powerful. These tests are all based on simple statistics of observations. The choice of a defined by (3.12) and the distribution of the test statistics may be needed for some further studies.

4. Multiple Decision (Selection and Ranking) Problems for Mixtures of Distributions

Suppose a population \( \pi \) consists of \( k \) subpopulations, say, \( \pi_1, \pi_2, \ldots, \pi_k \) such that in a sample an individual observation comes from \( \pi_1 \) with probability \( \alpha_i \) (\( i = 1, 2, \ldots, k \)). Let \( f_i(x) \) denote the density function of a random observation from \( \pi_i \). Then the density of a random observation from \( \pi \) is given by a finite mixture \( f(x) = \sum_{i=1}^{k} \alpha_i f_i(x) \). In some situations, based on sampling from \( \pi \), we are interested in selecting some \( \pi_j \) so that the associated \( \alpha_j \) is the largest among all probabilities \( \alpha_i \) (\( i = 1, 2, \ldots, k \)). We call this kind of selection problem the first kind of selection in a finite mixture. When the density \( f_i(x) \) is degenerate at a certain point with probability mass one, this special situation becomes the problem for the selection of the most probable event in \( k \) categories, i.e. the multinomial cell selections problem. On the other hand, suppose there are \( k \) populations, say, \( \pi_1', \pi_2', \ldots, \pi_k' \) such that the density of a random observation from \( \pi_i' \) is given by a finite mixture \( g_i(x) = \sum_{r=1}^{m} \alpha_{ir} f_r(x) \) (\( i = 1, 2, \ldots, k \)), where each component density \( f_r(x) \) is fixed, may be specified or unspecifed. By sampling from each population, we are interested in selecting some \( \pi_j' \) so that the associated parameter \( \alpha_{jr} \) is the largest (or smallest) among all \( \alpha_{1r}, \alpha_{2r}, \ldots, \alpha_{kr} \) for some prefixed \( r \). For convenience and without loss of generality, we may take \( r = 1 \), that is in the mixture, we put the component \( f_r(x) \) under main consideration in the first place so that we may consider the selection of the largest
(smallest) $\alpha_{ji}$. We call this kind of selection the second kind of selection in finite mixtures. When $m = 2$ and $f_1(x)$ and $f_2(x)$ are both degenerate with different values, the second selection problem becomes the usual selection of the best coin (see Gupta and Sobel [51]). It is to be noted that both kinds of selection occur in the compound decision problems as proposed by Robbins [103] in which mixing distributions correspond to some prior distributions. In this section we restrict ourselves to the second kind of selection. First of all, we consider the case when the sample size is small and then consider the large sample size situation. In this section, all component densities will be assumed identifiable.

4A. Samll Sample Size Case

In this part we impose no restriction on the parameter space. Based on the given samples of size $n$ from each population we wish to select a subset of populations which includes the one we desire most with pre-assigned probability. This approach is called the subset selection formulation. One can refer to Gupta [50] for more details.

a) Procedures based on discriminant points

Suppose $\pi_1, \pi_2, \ldots, \pi_k$ are $k$ populations such that the cumulative distribution function of $\pi_i$ is a mixture of two components given by

$$G_i(x) = \alpha_i \, F(x-\theta_1) + (1-\alpha_i) \, F(x-\theta_2), \quad i = 1, 2, \ldots, k$$

for some unknown $\alpha_i \in (0,1)$ with $\theta_1 < \theta_2$.

Let $\Omega = \{\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_k): 0 < \alpha_i < 1\}$.

Let $X_{i1}, X_{i2}, \ldots, X_{in}$ denote $n$ independent observations from $\pi_i$. To select a subset of populations containing the one associated with the largest $\alpha_i$, we consider the following rule $R(x_0)$ which is based on some fixed point $x_0$. For a given point $x_0$, let $N_i$ denote the number of observations from $\pi_i$ that are less than or equal to $x_0$. We define $R(x_0)$:
Select $\pi_i$, if and only if

$$N_i \geq \max_{1 \leq j < k} N_j - c$$

for some positive integer $c$.

Suppose $\theta_1$ and $\theta_2$ are known, without loss of generality we may assume $\theta_1 = 0$ and $\theta_2 = \Delta (> 0)$. If $F$ is specified, set $F_1(x_0) = F(x_0 - \Delta)$. Then, since the random variable $N_i$ is a binomial random variable with parameters $n$ and $p_i = \alpha_i F(x_0) + (1-\alpha_i) F_1(x_0)$, it follows that $p_i \leq p_j$ if and only if $\alpha_i \leq \alpha_j$. Since $g_i(x)$ is increasing with respect to $\alpha_i$, the probability of a correct selection (CS: correct selection means selection of any subset which includes the population with the largest $\alpha_i$) is thus minimized in the set $\{(\alpha, \ldots, \alpha): 0 \leq \alpha \leq 1\}$ (see Desu [31]).

We thus conclude,

**Theorem 1.** \( \inf_{\alpha \in \Omega} P_{\alpha} (CS | R(x_0)) = \inf_{0 \leq \alpha \leq 1} \sum_{r=0}^{n} H^{k-1} (c + r; \alpha, x_0) h(r; \alpha, x_0) \)

where $H(i; \alpha, x_0) = \sum_{r=0}^{i} h(r; \alpha, x_0)$ and

$$h(r; \alpha, x_0) = \binom{n}{r} [\alpha F(x_0) + (1-\alpha) F_1(x_0)]^r [\alpha (1-F(x_0)) + (1-\alpha) (1-F_1(x_0))]^{n-r}.$$ 

When $F$ is symmetric about 0, the best choice of $x_0$ is given by $x_0 = \frac{\Delta}{2}$. If $F$ is not symmetric, by a geometrical argument, it is clear that it suffices to choose $x_0$ in $(0, \Delta)$ so that the right hand side of Theorem 1 attains its maximum. When $\Delta$ is unknown, we need to consider the infimum of the right hand side of Theorem 1 for all $\Delta > 0$ and then choose some $x_0 > 0$ so that the supremum is attained.

Remark: Panchapakesan studied the case of mixture $f_\lambda(x) = \lambda g_0(x) + (1-\lambda) g_1(x)$ on page 37 of [88]. Sufficient conditions ((1.5.4) of [88]) for $g_i(x)$ have been given for the infimum of the probability of correct selection of his
rule $R_n$. However, the sufficient conditions are not satisfied for the case that $g_0(x)$ is the standard normal density and $g_1(x)$ a non-zero mean normal density.

**Corollary 1:** Suppose $G_i(x) = \sum_{r=1}^{m} \alpha_{ir} F_r(x)$ is a finite mixture of $m$ identifiable cumulative distribution functions, $i = 1, 2, \ldots, k$. If for any
\[
\beta_i > 0, \quad \sum_{j=1}^{m} \beta_j = 1,
\]
there exists $x_0$ such that $F_1(x_0) > \sum_{i=2}^{m} \beta_i F_i(x_0)$ and for this $x_0$, \( \sum_{r=2}^{m} \alpha_{jr} F_r(x_0) \geq \sum_{r=2}^{m} \alpha_{ir} F_r(x_0) \) if and only if $\alpha_{j1} > \alpha_{i1}$. Then, for the selection of some populations associated with the largest $\alpha_{i1}$, we have
\[
\inf_{\alpha \in \Omega} \{ CS | R(x_0) \} = \inf_{0 \leq p \leq 1} \{ \sum_{i=0}^{n} \binom{n}{i} p^i (1-p)^{n-i} \} = \inf_{0 \leq p \leq 1} \{ \sum_{j=0}^{n} \binom{n}{j} p^j (1-p)^{n-j} \} = \inf_{0 \leq p \leq 1} \{ \sum_{j=1}^{k} \binom{n}{j} p^j (1-p)^{n-j} \} = \inf_{0 \leq p \leq 1} \{ \sum_{j=1}^{k} \binom{n}{j} p^j (1-p)^{n-j} \} \}
\]

**Proof:** Define $\delta_{ij} = \alpha_{ij} / (1-\alpha_{i1})$, $j = 2, 3, \ldots, m$, $i = 1, 2, \ldots, k$. Then,
\[
G_i(x) = \alpha_{i1} F_1(x) + (1-\alpha_{i1}) F_{1i}(x)
\]
where
\[
F_{1i}(x) = \sum_{j=2}^{m} \delta_{ij} F_j(x) \quad \text{with} \quad \delta_{ij} > 0, \quad \sum_{j=2}^{m} \delta_{ij} = 1.
\]
By given conditions, we have $\alpha_{j1} > \alpha_{i1}$ if and only if $p_j > p_{i1}$, where
\[
p_i = \alpha_{i1} F_1(x_0) + (1-\alpha_{i1}) F_{1i}(x_0)
\]
which is the associated parameter of the binomial random variable $N_1$. The problem thus becomes the selection of the largest $p_1$ which is discussed in Gupta and Sobel [51] and Gupta, Huang and Huang [48]. For $k = 2$ the infimum takes place at $p = \frac{1}{2}$ and for $k \geq 3$ asymptotic results and lower bounds are obtained.

We note that when $F_1(x) = F(x-\theta_1)$ with $\theta_1 > \theta_2 > \ldots > \theta_k$ the conditions in the corollary are satisfied if $\alpha_{jr}/(1-\alpha_{j1}) > \alpha_{ir}/(1-\alpha_{i1})$ for $r = 2, 3, \ldots, m$. The optimal choice of $x_0$ cannot be found explicitly unless $F$ and $\theta_1$'s are specified. For a detailed discussion of the computation, reference should be made to Gupta and Sobel [51] or Gupta, Huang and Huang [48].
Corollary 2: If \( G_1(x) = \alpha \Phi(x; \theta_1, \sigma_1^2) + (1 - \alpha) \Phi(x; \theta_2, \sigma_2^2) \) where \( \Phi(x; \theta, \sigma^2) \) denotes the normal cdf with mean \( \theta \) and variance \( \sigma^2 \), then

i) if \( \theta_1 < \theta_2 \) and \( \sigma_1 = \sigma_2 \), the best choice of \( x_0 \) is given by \((\theta_1 + \theta_2)/2\),

ii) if \( \theta_1 = 0 \) and \( \theta_2 = \Delta > 0 \), the best choice of \( x_0 \) is the real root in the interval \((0, \Delta)\) of the equation

\[
(\sigma_2^2 - \sigma_1^2)x_0^2 + 2\sigma_1^2\Delta x_0 - \sigma_1^2\Delta^2 - 2\sigma_1^2\sigma_2^2 = 0,
\]

iii) if \( \theta_1 \) and \( \theta_2 \) are unknown and \( \sigma_1 \leq \sigma_2 \), then for any \( x_0 \),

\[
\inf_{\alpha} \{ p(x|x_0) \} = B(k,n,c) \text{ which is the same expression as on the right hand side of Corollary 1.}
\]

The proof of Corollary 2 is straightforward and hence omitted.

Next, we consider the case of a mixture of three identifiable cdf's.

Suppose

\[
G_i(x) = \alpha_i F_1(x) + \beta_i F_2(x) + \gamma_i F_3(x) \quad \text{where}
\]

\[
0 < \gamma_i = 1 - \alpha_i - \beta_i, \quad 0 < \alpha_i, \beta_i < 1, \quad i = 1, 2, \ldots, k.
\]

We consider a rule which is based on two discriminant points, say, \( x_0 \) and \( x_1 \) \((x_0 < x_1)\). Let \( N_i \) denote the number of samples from \( \pi_i \) which lie in \((x_0, x_1)\). For the selection of the largest \( \beta_i \), we propose the following rule:

\[
R(x_0, x_1): \text{ Select } \pi_i \text{ iff }
\]

\[
N_i > \max_{j \neq i} N_j - d
\]

Then, we have the following theorem:

Theorem 2: If \( F_i(x) = F(x - \theta_i) \) with \( \theta_1 < \theta_2 < \theta_3 \) and \( F \) is symmetric about 0, then, for \( x_0 \in (\theta_1, \theta_2) \) and \( x_1 \in (\theta_2, \theta_3) \) with \( x_0 - \theta_1 = \theta_3 - x_1 \),

\[
\inf_{\pi} \{ p(x|x_0, x_1) \} = B(k,n,d).
\]
Proof: \( N_i \) is a binomial random variable with parameter \( [F_1(x_1) - F_3(x_1) + F_3(x_0)] - F_1(x_0) \alpha_i + [F_2(x_1) - F_3(x_1) + F_3(x_0) - F_2(x_0)] \beta_i + [F_3(x_1) - F_3(x_0)] \). 

The conditions of the choices of \( x_0 \) and \( x_1 \) and the symmetry of \( F \) imply the coefficient of \( \alpha_i \) vanishes and the coefficient of \( \beta_i \) is strictly positive. Hence, \( p_i < p_j \) if, and only if, \( \beta_i < \beta_j \). This completes the proof.

---

**Corollary 3:** If \( G_1(x) = \alpha_i \phi(x; \theta_1, \sigma^2) + \beta_i \phi(x; \theta_2, \sigma^2) + \gamma_i \phi(x; \theta_3, \sigma^2) \) with \( \theta_1 < \theta_2 < \theta_3 \). Then, the optimal choices of \( x_0 \) and \( x_1 \) are those which maximize \( \int_{(\theta_1 - \theta_2)}^{(x_1 - \theta_2)} \phi(t; 0, \sigma^2) dt \) and minimize \( \int_{-(\theta_2 - x_0)}^{-(\theta_3 - x_1)} \phi(t; 0, \sigma^2) dt \) with the restriction \( x_0 - \theta_1 = \theta_3 - x_1 \).

**Proof:** Proof follows from Theorem 2 and by noting that \( \int \phi(t; \theta_2, 1) dt = \int_{(\theta_1 - \theta_2)}^{(x_1 - \theta_2)} \phi(t; 0, 1) dt \) and \( \int \phi(t; \theta_3, 1) dt = \int_{-(\theta_2 - x_0)}^{-(\theta_3 - x_1)} \phi(t; 0, 1) dt \).

---

**b) Selection Procedures Based on Sample Means**

We assume \( G_1(x) = \alpha_i F_1(x) + (1-\alpha_i) F_2(x) \) such that \( F_1(x) < F_2(x) \) for all \( x \). For the subset selection of populations associated with the largest \( \alpha_i \), we propose:

\( R_1: \) Select \( \pi_i \) if and only if \( \bar{x}_i > \max_j \bar{x}_j - c \).

Then, we have the following.

**Theorem 3:** \( \inf_{\alpha} P_\alpha \{CS|R_1\} = \inf_{0<\alpha<1} \int_{-\infty}^{\infty} H^{k-1}(x+c, \alpha) \, dH(x, \alpha) \)

where

\[ H(x, \alpha) = \sum_{j}^{n} \alpha^j (1-\alpha)^{n-j} F_1^*(j) F_2^*(n-j) (nx) \]

with \( F_1^*(x) \) being the \( r \)th convolutions of \( F_1(x) \).
Proof: Since \( G_1(x) \) is an increasing family of distributions with respect to \( \alpha_i \), hence \( P_{\alpha} \{CS|R\} \) attains its infimum in the set 

\[
\{ (\alpha, \alpha, \ldots, \alpha): 0 \leq \alpha \leq 1 \}.
\]

We also note that

\[
P_{\alpha} \{ \bar{X}_n \leq x \} = \sum_{j=0}^{n} \binom{n}{j} \alpha (1-\alpha)^{n-j} \int_{0}^{x} F_1^{*j} F_2^{*(n-j)} (nx)
\]

where \( Y_i \) and \( Z_j \) are independent random observations corresponding to \( F_1 \) and \( F_2 \) respectively.

**Corollary 3:** If \( F_i(x) = \phi(x; \theta, \sigma_i) \) \((i = 1, 2)\) with \( \theta_1 > \theta_2 \) and \( \sigma_1 \leq \sigma_2 \), then,

\[
\inf_{\alpha} P_{\alpha} \{CS|R_1\} = \inf_{0 \leq \alpha \leq 1} \left\{ \sum_{j=0}^{n} \binom{n}{j} \alpha (1-\alpha)^{2n-i-j} \phi(t(\theta_1, \theta_2, \sigma_1, \sigma_2, c)) \right\},
\]

where \( t(\theta_1, \theta_2, \sigma_1, \sigma_2, c) = [(i-j)(\theta_2-\theta_1) + nc](j \sigma_1^2 + (n-j) \sigma_2^2)^{1/2} / [(i+j) \sigma_2^2] \).

4B. Results for the Case of Large Sample Size

For convenience, we define some notations first. For a prefixed integer \( m \), we define

\[
<0,1>_m = \{(\alpha_1, \alpha_2, \ldots, \alpha_m): \alpha_i > 0, \sum_{i=1}^{m} \alpha_i = 1\} \quad (m \geq 2)
\]

Let \( F_1(x; \theta), F_2(x; \theta), \ldots, F_m(x; \theta) \) be \( m \) identifiable cdf's. We denote

\[
(4.1) \quad F(x; \theta) = (F_1(x; \theta), F_2(x; \theta), \ldots, F_m(x; \theta))
\]

\[
(4.2) \quad \alpha_i = (\alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{im}), \quad \alpha_i \in <0,1>_m.
\]

A finite mixture with \( m \) components \( F(x; \theta) \) is defined to be the inner product of certain \( \alpha \in <0,1>_m \) and \( F(x; \theta) \) i.e.
\[(4.4) \quad G(x; \alpha) = \sum_{i=1}^{m} \alpha_i \cdot F_i(x; \theta)\]

Let \(\pi_1, \pi_2, \ldots, \pi_k\) be \(k\) populations such that \(\pi_i\) has cdf \(G(x; \alpha_i)\) for some unknown but fixed parameter \(\alpha_i \in <0,1>^m\). Let \(X_{i1}, X_{i2}, \ldots, X_{in}\) be \(n\) independent observations from \(\pi_i\), \(i = 1, 2, \ldots, k\). Let \(G_{in}(x)\) denote the associated empirical distribution. Let \(\lambda\) denote a real-valued continuous function on \(<0,1>^m\). Let \(\lambda_{[1]}(\alpha) \leq \lambda_{[2]}(\alpha) \leq \ldots \leq \lambda_{[k]}(\alpha)\) denote the ordered values of \(\lambda(\alpha), \lambda(\alpha), \ldots, \lambda(\alpha)\).

Based on \(n\) independent observations from each population, we are interested in selecting \(t\) (\(1 \leq t \leq k - 1\)) populations, say, \(\pi_{r_1}, \pi_{r_2}, \ldots, \pi_{r_t}\) such that \(\lambda(\alpha_{r_1}), \lambda(\alpha_{r_2}), \ldots, \lambda(\alpha_{r_t})\) are the \(t\) largest \(\lambda(\alpha_i)\)'s, namely, \(\lambda_{[k]}(\alpha), \ldots, \lambda_{[k-t+1]}(\alpha)\). We call these populations the \(t\) best.

We approach the problem using the indifference zone formulation. For given \(\Delta (>0)\), we define

\[(4.5) \quad \Omega(\lambda; \Delta) = \{ (\alpha_1, \alpha_2, \ldots, \alpha_k) : \alpha_i \in <0,1>^m, \lambda_{[k-t+1]}(\alpha) \geq \lambda_{[k-t]}(\alpha) + \Delta \}\]

Also, for convenience, we define the \(k\)-Cartesian product

\[(4.6) \quad \Omega = <0,1>^m \times <0,1>^m \times \ldots \times <0,1>^m.\]

For specified \(F(x; \theta)\) and \(\lambda\), we consider our problem on the configuration \(\Omega(\lambda; \Delta)\) for given \(\Delta\) using the indifference zone approach.

Let \(H(x)\) be some specified cdf. Let \(X\) be a sample of size \(n\) from a population with distribution \(\alpha_0\). \(F(x; \theta)\) for some \(\alpha_0 \in <0,1>^m\) and let \(G_n(x)\) denote the associated empirical distribution. For \(\alpha \in <0,1>^m\), we define
\[(4.7) \quad S(\alpha; H) = \int_{-\infty}^{\infty} (\alpha \cdot F(x; \theta) - G_n(x))^2 \, dH(x) \]

for some given value of \(\theta\).

a) Continuous Case

We assume that the parametric form of each component \(F_i(x; \theta)\) is continuous in \(x\) for each \(\theta\) and also that it is continuous in \(\theta\) for each \(x\). If \(n\) independent observations are drawn from a population with mixture distribution \(G(x; \alpha_0)\) for unknown \(\alpha_0 \in <0,1>^m\), the value \(\hat{\alpha}_n\) which minimizes \(S(\alpha; H)\) seems a good estimate for \(\alpha_0\) in the least squares sense. It is to be noted that \(\hat{\alpha}_n\) is a statistic and is a function of \(H(x)\). A good choice in some sense for the weight function \(H(x)\) is not simple. Bartlett and Macdonald [2] study some special case for \(m = 2\). For \(m \geq 3\), the situation is complicated. A natural and reasonable choice of \(H(x)\) would be \(G_n(x)\) which is the associated empirical function. This choice has been studied in [21] and [20]. For an alternative choice of \(H(x)\) consider \(G(\alpha; \alpha) = \alpha \cdot F(x; \theta)\) which has been studied in [75]. For a fixed \(p\) \((0 \leq p \leq 1)\), we take

\[(4.8) \quad H(x) = p \alpha \cdot F(x; \theta) + (1-p) G_n(x).\]

Associated with each \(\pi_i\), we define, analogous to (4.7),

\[(4.9) \quad S_i(\alpha; p) = \int_{-\infty}^{\infty} (\alpha \cdot F(x; \theta) - G_{in}(x))^2 \, dH(x)\]

where \(H(x)\) is defined by (4.8) and \(G_{in}(x)\) is the empirical distribution function corresponding to \(\pi_i\) \((i = 1, 2, \ldots, k)\). Define \(\hat{\alpha}_i\) to be such that

\[(4.10) \quad S_i(\hat{\alpha}_i; p) = \inf_{\alpha \in <0,1>^m} S_i(\alpha; p).\]

The existence of \(\hat{\alpha}_i\) can be shown. For a fixed \(p\) \((0 \leq p \leq 1)\), we define a selection rule \(R_p\) as follows.
Take $n$ independent observations from each $\pi_i$ and compute $\hat{a}_i = a_i(X_{i1}, X_{i2}, \ldots, X_{in})$ which is defined by (4.10) and (4.9). Let $\lambda_1(\hat{a}) \leq \lambda_2(\hat{a}) \leq \ldots \leq \lambda_k(\hat{a})$ denote the ordered values of $\lambda(\hat{a}_1), \lambda(\hat{a}_2), \ldots, \lambda(\hat{a}_k)$.

$R_\pi$: Select $\pi_i$ if and only if $\lambda(\hat{a}_i) \geq \lambda_{k-t+1}(\hat{a})$.

A random mechanism is used to break the ties. By a correct selection (CS) we mean a set of $t$ populations associated with the $t$ largest values $\lambda(a_1), \lambda(a_2), \ldots, \lambda(a_k)$ is selected.

**Definition 1** A selection procedure $R$ is consistent with respect to $\lambda$ if

$$\lim_{\Delta \to 0} \lim_{n \to \infty} \inf_{\alpha \in \Omega(\lambda; \Delta)} P_{\alpha} \left\{ CS(R) = 1 \right\} = 1$$

**Definition 2** A selection procedure $R$ is asymptotically strongly monotone with respect to $\lambda$ if $\lambda(\hat{a}_i) \leq \lambda(\hat{a}_j)$ and for any $\varepsilon > 0$ implies

$$\lim_{n \to \infty} \sup_{\alpha \in \Omega(\lambda; \Delta)} P_{\alpha} \left\{ \pi_i \text{ is selected} | R \right\} - \varepsilon \leq \lim_{n \to \infty} \inf_{\alpha \in \Omega(\lambda; \Delta)} P_{\alpha} \left\{ \pi_i \text{ is selected} | R \right\}$$

**Theorem 4** $R_\pi$ is consistent and asymptotically strongly monotone with respect to a continuous $\lambda$.

**Proof:** (a) We show that $\hat{a}_i \to a_1$ with probability one for each $i = 1, 2, \ldots, k$.

Now, by the Glivenko-Cantelli theorem, for $\varepsilon > 0$, $\exists N(\varepsilon)$ such that, whenever $n \geq N(\varepsilon)$,

$$P_{\pi} \left\{ \left| \left[ p a_1 \cdot F(x; \theta) + (1-p) G_{\text{in}}(x) \right] - G_{\text{in}}(x) \right| < \varepsilon \right\} = P_{\pi} \left\{ p a_1 \cdot F(x; \theta) - G_{\text{in}}(x) \right\} < \varepsilon \right\} = 1.$$

Replacing $dF_n(x)$ by $d(p a_1 \cdot F + (1-p) G_{\text{in}}(x))$ and follow the same argument as given in the proof of Theorem 2 in [21] the result follows.

(b) Consistency of $R_\pi$

Since $\lambda$ is continuous it follows thus $\lambda(\hat{a}_i) \to \lambda(a_1)$ with probability one.
Now, by the Egoroff's theorem, for $\varepsilon > 0$ and $\delta > 0$ there exists $N_1(\varepsilon, \delta)$, $A_i$ and $B_i$ such that the sample space is decomposed as $A_i \cup B_i$, where $B_i$ is the complement of $A_i$ with $P(B_i) > (1-\varepsilon)^{1/k}$ and on $B_i$, $|\lambda(\widehat{a}_i) - \lambda(a_i)| < \delta$ whenever $n \geq N_1(\varepsilon, \delta)$ uniformly in $a_i \in <0,1>^m$, i.e. $N_1(\varepsilon, \delta)$ is independent of $a_i$. Note that $\lambda(\widehat{a}_i)$ depends on $n$. Set $N = N_1(\varepsilon, \delta) + \ldots + N_k(\varepsilon, \delta)$ and set $B = \cap_{i=1}^{k} B_i$. Then, $P(B) > 1-\varepsilon$, and on $B$, whenever $n \geq N$,

$$\max_{1 \leq i \leq k} |\lambda(\widehat{a}_i) - \lambda(a_i)| < \delta$$

uniformly for each $(a_1, a_2, \ldots, a_k) \in \Omega$. Now, for any $p^* \in (0,1)$, and any given $\Delta > 0$, choose $\delta = \frac{\Delta}{3}$ and $\varepsilon = 1-p^*$. Since on $\Omega(\lambda; \Delta)$, $\lambda_{[k-t+1]} - \lambda_{[k-t]} \geq \Delta = 3\delta$, we conclude that

$$P_{\alpha}(\lambda(\widehat{a}_i) > \lambda_{[k-t]}(a), i = 1, 2, \ldots, t | \lambda(a_{-i}) > \lambda_{[k-t]}(a)) > p^*$$

$\forall \alpha \in \Omega(\lambda; \Delta)$. Hence, we have shown that for every $\Delta > 0$,

$$\lim_{n \to \infty} \inf_{\alpha \in \Omega(\lambda; \Delta)} P_{p}(\{CS|R\}) = 1.$$  

This is the consistency of $R_p$.

(c) Suppose $\lambda(\alpha_i) < \lambda(\alpha_j)$.

(i) If $\lambda(\alpha_i) \leq \lambda_{[k-t]}(a)$ and $\lambda(\alpha_j) > \lambda_{[k-t+1]}(a)$. Then, take $p^* \geq \frac{2}{3}$ and go through the arguments given in the previous part (b), we can conclude that

$$\inf_{\alpha \in \Omega(\lambda; \Delta)} P_{p}(\pi_i \text{ is selected} | R_p) \geq \inf_{\alpha \in \Omega(\lambda; \Delta)} P_{p}(CS | R_p) \geq \frac{2}{3}$$

whenever $n \geq N_0 = N_0(\Delta)$ for some $N_0$. On the other hand, for each $n \geq N_0$, $\{\pi_i \text{ is selected} | R_p\} \subset \{\text{selection is not correct} | R_p\}$. Hence, $P_{p}(\pi_i \text{ is selected} | R_p) \leq 1 - P_{p}(CS | R_p) \leq \frac{1}{3}$ $\forall \alpha \in \Omega(\lambda; \Delta)$, i.e. $\sup_{\alpha \in \Omega(\lambda; \Delta)} P_{p}(\pi_i \text{ is selected} | R_p) \leq \frac{1}{3}$ for each $n \geq N_0$. 

(ii) Suppose both \( \lambda(\alpha_1) \) and \( \lambda(\alpha_j) \) are no larger than \( \lambda_{[k-t]}(\alpha) \). Then, for \( \varepsilon > 0 \) and by the arguments in (b), there exists a subset of sample space \( B \) and an integer \( N_0 \) such that \( P(B) > 1 - \frac{\varepsilon}{2} \) and for \( n \geq N_0 \) and on \( B \),

\[
\max_{1 \leq i \leq k} |\alpha_i - \hat{\alpha}_i| < \frac{\Delta}{3}.
\]

Let \( E \) denote the event \( \{ \alpha_i \text{ is selected} | \mathcal{R}_p \} \). Then

\[
E = E \cap B + E \cap B^c.
\]

Hence \( \sup_\alpha P_\alpha(E) \leq \sup_\alpha P_\alpha(E \cap B) + \sup_\alpha P_\alpha(E \cap B^c) \leq \sup_\alpha P_\alpha(E \cap B) + \frac{\varepsilon}{2} \text{ since } P_\alpha(E \cap B^c) \leq P_\alpha(B^c) < \frac{\varepsilon}{2} \forall \alpha \in \Omega(\lambda; \Delta). \]

Noting that, for any \( \alpha \in \Omega(\lambda; \Delta), P_\alpha(E \cap B) = 0 \) since, on \( B \), \( \hat{\alpha}_i < \alpha_{[k-t+1]} - \frac{\Delta}{3} \).

(iii) If \( \lambda(\alpha_1) \) and \( \lambda(\alpha_j) \) are both no less than \( \lambda_{[k-t+1]}(\alpha) \), the argument is analogous to the case of (ii). The proof is complete.

Remark 1 Let \( t_1, t_2, \ldots, t_m \) be positive integers such that each \( t_i \) is no larger than \( k-1 \). Let \( \Omega(t_1, t_2, \ldots, t_m) = \{(\alpha_1, \alpha_2, \ldots, \alpha_k): \alpha_{[k-t_1]} > \alpha_{[k-t_1]}^{(i)}, i = 1, 2, \ldots, m\} \) where \( \alpha_{[j]}^{(i)} \) denotes the \( j \)-th largest value of the \( i \)-th component of \( \alpha_1, \alpha_2, \ldots, \alpha_k \) and we denote \( \alpha_{[t]} = \{\alpha_{[1]}, \alpha_{[2]}, \ldots, \alpha_{[m]}\} \).

If we are desired to select the \( t_i \) largest in the \( i \)-th component simultaneously, then, using the statistics \( \{\hat{\alpha}_1, \hat{\alpha}_2, \ldots, \hat{\alpha}_k\} \) which are defined by (4.10), associated with the \( i \)-th component, we select these populations which have the \( t_i \) largest values in the \( i \)-th component of \( \{\alpha_{(i)}^{(1)}, \alpha_{(i)}^{(2)}, \ldots, \alpha_{(i)}^{(m)}\} \) (\( i = 1, 2, \ldots, m \)). It can be shown that the simultaneous selections are also consistent and asymptotically strongly monotone on \( \Omega(t_1, t_2, \ldots, t_k) \).

Definition 3 A selection procedure \( R \) is consistent of order \( o(A(\Delta)) \) for \( P_\alpha(\mathcal{S}|R) = 1 \) with respect to \( \lambda \) if \( \lim \inf_{\Delta \to 0, n = o(A(\Delta))} P_\alpha(\mathcal{S}|R) = 1 \).

\[
\Delta \to 0, \mathcal{R}_p = 1, \Delta \to 0, n = o(A(\Delta))
\]
Theorem 5. \( R_p \) is consistent of order \( O(\lambda^\delta) \) with respect to \( \lambda \) if \( \lambda \) satisfies Lipschitz condition. \((-\frac{1}{2} < \delta < 0)\).

Proof: We note that by the Glivenko-Cantelli theorem, \( \sup_x |G_i(x) - G_{in}(x)| = O(1) \) \( \rightarrow 0 \) WPl as \( n \rightarrow \infty \) for each \( i \). For any fixed \( i \), let \( \hat{S}(\alpha_i;\theta) \)

denote the \( m-1 \) equations for which each equation is differentiated with respect to \( \alpha_{ij}, j = 1, 2, \ldots m-1 \), where \( \alpha_i = (\alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{im-1}, 1 - \sum_{j=1}^{m-1} \alpha_{ij}) \).

Then, the first element of \( \hat{S}(\alpha_i;\theta) \) for \( j = 1 \) becomes

\[
\frac{1}{n} \sum_{j=1}^{n} F_1(X_i[j];\theta_1) \left\{ \sum_{r=1}^{m} \alpha_{ir} F_r(X_i[j];\theta_r) \right\} \frac{1}{n} + \frac{1-P}{2n}
\]

\[
\leq \sup_x |G_i(x) - G_{im}(x)| = O(1) \frac{1}{n} \sum_{j=1}^{n} F_1(X_i[j];\theta_1)
\]

where \( X_{i1}[1] \leq \ldots \leq X_{im}[m] \) are order statistics from \( \pi_i \). Apply the analogous arguments in [19], we have \( |\lambda(\hat{\alpha}_i) - \lambda(\alpha_i)| < O(n^{\delta-1/2}) \) for all but finite

\( n \) with probability \( 1 \) \((0 < \delta < 1/2)\) since \( \lambda \) satisfies Lipschitz condition. Now, take \( |\lambda(\hat{\alpha}_i) - \lambda(\alpha_i)| = \Delta \) and let \( \Delta \rightarrow 0 \). Then, as \( n \rightarrow \infty \), \( \Delta \rightarrow 0 \) and we have

\[ n = O(\Delta^{-2\delta}). \]

This means as \( \Delta \rightarrow 0 \), the rate of divergence of \( n \) is of the order \( \frac{1}{\Delta^{2\delta}} \). In order that \( \inf_{\alpha} P \{ CS| R \} \rightarrow 1 \) it suffices to take

\[
\alpha = \Omega(\lambda;\Delta)
\]

\[ n = \left( \frac{1}{\Delta} \right)^{\frac{1}{2} - \delta} \text{ as } \Delta \rightarrow 0. \]

Let \( \bar{\alpha}_i \) denote the arithmetic mean of \( r \) independent estimates of \( \hat{\alpha}_i \)

where \( r \) is some integer. This means \( rn \) samples are drawn from each population.

And for each subgroup of \( n \) samples, we obtain an estimate \( \hat{\alpha}_i \) for the population \( \pi_i \). If \( n \) is large, \( \lambda(\alpha_i) = \alpha_{i1} \), and \( t = 1 \), we propose the following rule \( R_p^r \).
R\_i: Select \( \pi \) if \( \tilde{\alpha}_{i1} > \tilde{\alpha}_{j1} \) for all \( j \neq i \), where \( \tilde{\alpha}_{i1} \) is the first component of \( \tilde{\alpha}_{i} \).

Theorem 5. If \( n \) is large, \( t = 1 \) and \( \lambda(\alpha_i) = \alpha_{i1} \), the projection function, then we have

\[
\inf_{\alpha \in \Theta(\lambda; \Delta)} P\{CS|R\_i^c \} \geq \int_{-\infty}^{\infty} \int_{j=2}^{k} \pi \phi(x, z) + \frac{\sqrt{t\Delta}}{\sigma[j]} d\Phi(z)
\]

where \( \phi(x) \) denotes the standard normal distribution and

\[
\sigma^2_j = 2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G_j(x)[1-G_j(y)]dB_j(x)dB_j(y)
\]

where

\[
B_j(x) = F_1(x; \theta_1)G_j(x) - \int_{-\infty}^{x} F_1(x; \theta_1) dG_j(x)
\]

for \( j = 1, 2, \ldots, k \) and

\[
\sigma[1] \leq \sigma[2] \leq \ldots \leq \sigma[k], \quad \delta_j = \frac{\sigma[1]}{\sigma[j]}
\]

Proof: It has been shown in [20] that \( \tilde{\alpha}_i \) is asymptotically normal and hence, the first component of \( \tilde{\alpha}_{i1} \), say \( \hat{\alpha}_{11} \) is asymptotically normal with mean \( \alpha_{11} \) and variance

\[
\sigma^2_1 = 2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G_1(x)[1-G_1(y)]dB_1(x)dB_1(y),
\]

where

\[
B_1(x) = F_1(x; \theta_1)G_1(x) - \int_{-\infty}^{x} F_1(x; \theta_1) dG_1(x).
\]
Hence, when $n$ is large and $t = 1$, we have for $a \in \Omega(\lambda; \Delta)$

\[
p_{a}^{(CS|R_{p})} = p_{a}^{(\bar{a}_{k1} - \bar{a}_{j1}, j = 1, 2, \ldots, k-1|a_{k1} = \max_{1 \leq j \leq k} a_{j1})}.
\]

\[
\geq p_{a}^{\left(\frac{\sqrt{r(\bar{a}_{k1} - a_{k1})}}{\sigma_{k}} \geq \frac{\sqrt{r(\bar{a}_{j1} - a_{j1})a_{j}}}{\sigma_{j} \sigma_{k}} + \frac{\sqrt{r(a_{j1} - a_{k1})}}{\sigma_{k}}\right)}
\]

\[
\geq p_{a}^{\left\{Z_{k} \geq Z_{j} \left(\frac{a_{j}}{\sigma_{k}}\right) - \frac{\sqrt{r(\Delta)}}{\sigma_{k}}, j = 1, 2, \ldots, k\right\}}
\]

(\text{where } Z_{1}, Z_{2}, \ldots, Z_{k} \text{ are iid standard normal})

\[
= \int_{-\infty}^{\infty} \prod_{j=1}^{k-1} \phi_{\frac{\sigma_{k}}{\sigma_{j}} z} \phi_{\frac{\sqrt{r(\Delta)}}{\sigma_{j}}} d\phi(z)
\]

\[
\geq \int_{-\infty}^{\infty} \prod_{j=1}^{k-1} \phi_{\frac{\sigma_{[j]}}{\sigma_{[j+1]}} z} \phi_{\frac{\sqrt{r(\Delta)}}{\sigma_{[j+1]}}} d\phi(z) \quad (\text{by a lemma in [49]})
\]

where $\sigma_{j} = \sigma_{[j]/\sigma_{[j+1]}}$, $\sigma_{[1]} \leq \sigma_{[2]} \leq \ldots \leq \sigma_{[k]}$. This completes the proof.

Asymptotic relative efficiency of $R_{p}$ with respect to $R_{B}$

We assume $m = 2$, $t = 1$ and $\lambda$ is the projection function. In this case we have $G_{i}(x) = \alpha_{i} F_{1}(x; \theta_{1}) + (1 - \alpha_{i}) F_{2}(x; \theta_{2})$ for $i = 1, 2, \ldots, k$ and we denote $\alpha_{i}$ instead of $a_{i}$. Suppose $F_{1}(x; \theta_{1})$ and $F_{2}(x; \theta_{2})$ are not specified, however, we assume there exists some point $x_{0}$, known, such that $F_{1}(x_{0}; \theta_{1}) \neq F_{2}(x_{0}; \theta_{2})$. Assume $F_{1}(x_{0}; \theta_{1}) > F_{2}(x_{0}; \theta_{2})$. Then, we see that $\alpha_{i} > \alpha_{j}$ if, and only if $G_{i}(x_{0}) > G_{j}(x_{0})$. Hence, selecting the best is equivalent to selecting the population associated with the largest $G(x_{0}; \alpha_{i})$ value.

For a given $i$, $1 \leq i \leq k$, and $j$, $1 \leq j \leq n$, define

\[
y_{ij} = \begin{cases} 
1 & \text{if } x_{ij} \leq x_{0} \\
0 & \text{otherwise}
\end{cases}
\]
and define
\[ \hat{G}_1(x_0) = \sum_{j=1}^{m} Y_{1j}. \]

Then, it is obvious that \( \hat{G}_1(x_0) \) is a binomial random variable with cdf \( B(n; \hat{G}(x_0)) \).

We define a selection procedure \( R_B \) as follows:

\( R_B: \) Select the population \( \pi_1 \) which is associated with the largest \( \hat{G}_1(x_0) \).

When \( n \) is large, we use the normal approximation. Let \( F_1(x_0; \theta_1) = F_2(x_0; \theta_2) = d > 0 \). Then, by the result of [121], we have asymptotically
\[ n \approx c^2(p^*) \left( 1 - \Delta^2 d^2_0 / 2 \Delta^2 d^2_0 \right) \quad \text{when} \quad \Delta \to 0 \quad \text{and} \quad p^* \to 1. \]
Again, by the Feller's inequality, we see that \( \phi(z) \approx 1 - \frac{1}{\sqrt{2\pi} z} e^{-\frac{z^2}{2}} \). We obtain \( c^2(p^*) = \left( \frac{1}{1-p^*} \right)^2 \).

Let \( n_1 \) and \( n_2 \) denote, respectively, the sample sizes associated with \( R_p \) and \( R_B \) when \( \inf_{\alpha \in \Omega(\lambda; \Delta)} P(CS) = p^* \) is satisfied for both rules. We define the asymptotic relative efficiency of \( R_p \) with respect to \( R_B \) by
\[ \text{ARE}(R_p; R_B) = \frac{n_1(p^*, \Delta)}{n_2(p^*, \Delta)} \quad \text{as} \quad p^* \to 1 \quad \text{and} \quad \Delta \to 0. \]
It follows from the previous result and the result in Theorem 4 we have
\[ \text{ARE}(R_p; R_B) = \lim_{\Delta \to 0} \frac{2(1-p^*)^2}{p^*+1} \left[ \frac{\Delta^{1.5+\delta} d^2_0}{1-\Delta^2 d^2_0} \right] = 0 \]

However, if we take \( 1-p^* = \Delta \to 0 \), we have an alternative efficiency defined by
\[ \text{ARE}'(R_p; R_B) = \lim_{\Delta \to 0} \frac{n_1(p^*, \Delta)}{n_2(p^*, \Delta)} = \lim_{\Delta \to 0} \frac{2\Delta^{5+3.5} d^2_0}{1-\Delta^2 d^2_0} = 0 \]

This shows that \( R_p \) is good compared to \( R_B \).
b) Discrete case

In this case, we denote $F_1, F_2, \ldots, F_m$ as discrete distributions such that the outcomes from each distribution with cdf $F_i$, for some $i$, can be classified into $s (> 2)$ states. Let the probability that an outcome from $F_i$ belongs to state $l$ denoted by $p_{il}$. We assume $F_1, F_2, \ldots, F_m$ are all specified and $p_{il}$ are all given.

For $\alpha_i \in <0,1>^m$ we define a mixture distribution $G_i$ by $G_i = \alpha_{i1} F_1(x) + \alpha_{i2} F_2(x) + \ldots + \alpha_{im} F_m(x)$. Then, $G_i(x)$ is also a discrete distribution such that the probability of an outcome belonging to state $j$ is given by

$$g_{ij} = \alpha_{i1} p_{1j} + \alpha_{i2} p_{2j} + \ldots + \alpha_{im} p_{mj} \quad \text{for } j = 1, 2, \ldots, s.$$ 

We assume that there exists a lower bound $g_0$ such that $g_{ij} \geq g_0 > 0$ for all $i = 1, 2, \ldots, k$, $j = 1, 2, \ldots, s$. Let $n_i$ samples be drawn from $\pi_i$ and let $n_j$ denote the number of outcomes which belong to state $j$. For any $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_m)$ we define the Matusita distance (see [76]) as follows.

$$S_1(\alpha) = \left\{ \sum_{j=1}^s \frac{\sqrt{n_j}}{n} \left( \sqrt{g_{ij}} - \sqrt{\frac{n_j}{n}} \right)^2 \right\}^{1/2} \quad (4.11)$$

where $g_i = \sum_{j=1}^m \alpha_i p_{ij}$. $S_1(\alpha)$ is thus a function on $<0,1>^m$.

Let $\hat{\alpha}_i$ denote a value in $<0,1>^m$ such that $S_1(\hat{\alpha}_i)$ attains its infimum.

For given $n$ and $\lambda$, to select the $t$ best with respect to $\lambda$, we propose the following selection procedure.

R: Select $\pi_{r_1}, \pi_{r_2}, \ldots, \pi_{r_t}$ if, and only if

$$\lambda(\hat{\alpha}_{r_1}), \lambda(\hat{\alpha}_{r_2}), \ldots, \lambda(\hat{\alpha}_{r_t})$$ are the $t$ largest values of

$$\lambda(\hat{\alpha}_1), \lambda(\hat{\alpha}_2), \ldots, \lambda(\hat{\alpha}_k),$$ which are defined by (4.11).

We use a random mechanism in case of ties.
Theorem 6. The selection procedure \( R \) is consistent and asymptotically strongly monotone with respect to \( \lambda \) if \( \lambda \) is continuous.

Proof: It has been shown in [76] that for our case \( \hat{\alpha}_1 \rightarrow \alpha_1 \) with probability one in the usual sense of convergence of a sequence of vectors. Therefore, \( \lambda(\hat{\alpha}_1) \rightarrow \lambda(\alpha_1) \) W^P^1. Applying the analogous arguments given in the proofs of Theorem 4 we can conclude the same results. This completes the proof.
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