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Abstract. This paper deals with procedures for selecting a subset from k given populations so as to include the "best" with a specified guaranteed minimum probability. Some general results relating to subset selection and specific procedures for important classes of distributions are reviewed with special emphasis on restricted families of probability distributions. Such families are defined through partial order relations and are extensively considered in reliability theory. A selection problem for tail-ordered family of distributions is considered and tables are provided for constants needed to implement the procedure. A general partial order relation is defined through a class of real valued functions and a related selection problem is discussed. These results provide a unified view of earlier known results. The rest of the paper gives a brief survey of some important results pertaining to restricted families of distributions such as the star-ordered and convex-ordered distributions. These results relate to life test sampling plans, inequalities for linear combinations of order statistics,
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estimation of failure rate function and some tests of hypotheses.

1. Introduction. In practice, there often do arise situations in which the experimenter wishes to choose the best (or the t best) from a group of k populations, where the "bestness" of a population is based on ranking them according to the value of any characteristic of interest. For example, he may want to select from a group of life length distributions each with an increasing failure rate, the distribution which has the largest mean life or the largest quantile of a given order. In such situations, the classical tests of homogeneity are deficient in the sense that they have not been designed to answer several possible questions in which the experimenter may be really interested. The need for more meaningful formulations in order to answer these questions set the stage for the early investigations of multiple decision formulations of the problems which have now come to be commonly known as selection and ranking problems.

In the last two decades of investigations in this area by several researchers, two basic formulations, in general, have been adopted. The first one is the so-called indifference zone formulation due to Bechhofer [19] and the other is the subset selection approach of Gupta [44]. The basic problem can be briefly described as follows.

Let \( \pi_1, \pi_2, \ldots, \pi_k \) be k populations with associated distribution functions \( F_{\theta_i} \), \( i = 1,2,\ldots, k \), respectively, where the \( \theta_i \) are unknown parameters whose values belong to \( \Theta \), an interval on the real line. Let \( \theta_1 \leq \cdots \leq \theta_k \) denote the ordered parameters. It is assumed that there
is no prior information regarding the correct pairing of the ordered and the unordered $\theta_i$'s. To be precise, we define the population associated with $\theta_{[k]}$ as the best population. In many specific problems, it could be the population associated with $\theta_{[1]}$ depending on the physical meaning of the parameter and desirability of a large or small value of that parameter. The goal of the basic problem in the formulation of Bechhofer [19] is to choose one of the populations as the best. On the other hand, in the subset selection approach of Gupta [44], the objective is to select a subset of the given populations which will include the best population. Of course, one would want to do this with as small a subset size as possible. Further, it is assumed that in case of a tie, one of the populations associated with $\theta_{[k]}$ is considered to have been tagged as the best. Depending on the approach, any selection of the populations satisfying the relevant goal is defined as a correct selection. In both the approaches, it is required of any decision rule R to guarantee a specified minimum for $P(CS|R)$, the probability of making a correct selection (CS) using the rule R. To be more explicit, it is required that

\[(1.1) \quad P(CS|R) \geq P^*, \quad 1/k < P^* < 1,\]

where $P^*$ is specified by the experimenter. In the indifference zone approach, (1.1) is to be satisfied whenever $\delta(\theta_{[k]}, \theta_{[k-1]})$, the distance (suitably defined) between the best and the next best populations exceeds an amount $A^*$ specified by the experimenter. On the other hand, the subset selection approach requires that (1.1) be satisfied
whatever be the true configuration of the $\theta_i$. The condition (1.1) is usually referred to as the basic probability requirement or the P*-condition. The procedures, which are discussed in §§ 2 and 3 are under the subset selection formulation. We have confined ourselves here to a description of the problem in its basic simplicity. Even the pioneering paper of Bechhofer [19] considered different goals. Since the early investigations, several authors have considered various modifications of the goal and different sampling rules. Some efforts have also been made to combine both the indifference zone and subset selection approaches. Recent results in this direction have been obtained by Santner [89] and, Gupta and Santner [60]. A list of published literature under both approaches is given in the monograph by Bechhofer, Kiefer and Sobel [20]. The developments and significant results in the literature prior to 1972 under the subset selection formulation have been surveyed by Gupta and Panchapakesan [58].

In reliability theory, we are largely concerned with estimation and optimization of the probability of survival, mean life, or, more generally, life distribution of components or systems. Other problems of interest include those involving quantities such as the probability of proper functioning of the system at either a specified or an arbitrary time. The probability models and statistical techniques applicable in these problems form an important part of the mathematical theory of reliability. Reliability problems have a structure of their own as could be seen, for example, in the development of concepts like
monotone failure rates. As such they have stimulated investigations in other associated statistical problems.

In the above context, selection and ranking procedures are relevant to reliability problems. Of course, many procedures developed for the location and scale parameter families are applicable. However, in reliability problems, we are interested in procedures applicable to large classes of distributions such as those having increasing failure rate. This necessitates developing new procedures to meet these various situations. The investigations of Barlow and Gupta [6] form the initial efforts in this direction; however, this area of research remains largely unexplored.

The main objective of this paper is two-fold: (i) to present some important subset selection procedures applicable to reliability problems and (ii) to review some important results concerning inequalities involving order statistics and estimation and hypothesis testing based on order statistics relative to restricted families of probability distributions. While the former sets the format and techniques of subset selection, the latter presents some useful results of potential value for further investigations.

Section 2 discusses some general theory of subset selection procedures and applications of these procedures to problems concerning specific distributions. Mainly all these procedures are parametric in the sense that the underlying distributions are known but for the values of the parameter(s) involved. A short description of some distribution-
free procedures is also given. We also discuss some related formulations of problems such as selecting the populations better than a standard.

The next section considers selection procedures relative to some restricted families of distributions. These are of direct interest in reliability because the families with monotone failure rate or monotone failure rate on the average are examples of such families of practical interest. In this section, some new procedures are discussed for tail-ordered distributions and relevant tables are given. A general partial ordering is defined on the space of probability distributions through a class of real valued functions and a selection procedure is discussed using this ordering. It will be seen that this gives a unified view of some of the known results.

Some life testing sampling plans for IFR (DFR) families are discussed in §4. In §5 some inequalities are given for linear combinations of order statistics from F and G where F is (i) starshaped, (ii) convex, with respect to G. Linear combinations of order statistics can be looked upon as weighted sums of spacings. Total life on test statistic is a special case of interest.

A natural problem of interest is to estimate the failure rate when we do not know the functional form of the underlying distribution but only know that it has a monotone failure rate. This as well as the window estimators for the generalized failure rate function have been reviewed in §6. A brief review of some tests for exponentiality
against the alternative that the underlying distribution is a member of some restricted family of distributions is also given in this section.

Most of the results reviewed in this paper were obtained by several investigators in the last ten years; a good many of them in the last five or six years. Research in selection and ranking problems like research in statistical problems of reliability relative to restricted families of probability distributions has been growing very fast in recent years. As such it is not possible and certainly is not our aim to give an exhaustive coverage of important results in the two areas. Our objective is to focus the attention on certain important results and highlight the potential for multiple decision formulation for problems in reliability.

2. Subset selection procedures - parametric and nonparametric cases. In this section we follow the general setup described in §1.

We assume that the family of distributions \{F_\theta\}, \theta \in \Theta, is stochastically increasing (SI) in \theta, i.e., for \theta < \theta' in \Theta, F_\theta and F_{\theta'} are distinct and \Pr + F_{\theta'}(x) for all x. We take \Theta to be an open interval on the real line and assume, unless stated otherwise, that the distributions, F_\theta, \theta \in \Theta, are absolutely continuous with densities f_\theta and have the same support denoted by I(F_\theta). We also assume that F_\theta is continuously differentiable in \theta. Our goal is to select a subset containing the population associated with \theta [k]. For this purpose, we define a class of rules \mathcal{R}_h using a class \mathcal{W} = \{h\} of continuous real valued functions defined on the real line. The class \mathcal{W} is assumed to have the
following properties:

(i) \( h^*_0 : x \rightarrow x \) is a member of \( \mathcal{H} \),

(ii) \( h(x) \geq x \) for every \( h \in \mathcal{H} \) and \( x \in I(F_\theta) \),

(iii) for every \( x \in I(F_\theta) \), and \( h \in \mathcal{H} \), there exists a sequence \( \{h_m\} \) in \( \mathcal{H} \) such that \( \lim_{m \to \infty} h_m(x) = h(x) \),

(iv) for every \( x \in I(F_\theta) \), except perhaps on a set of Lebesgue measure zero, there is a sequence \( \{h_m\} \) in \( \mathcal{H} \) such that \( \lim_{m \to \infty} h_m(x) = \infty \).

Gupta and Panchapakesan [57] have defined the class of rules, \( R_h \):

Include the population \( \pi_i \) if and only if

\[
(2.2) \quad h(x_i) \geq \max_{1 \leq r < k} x_r,
\]

where \( x_1, \ldots, x_k \) is a set of observations from \( \pi_1, \ldots, \pi_k \), respectively.

Because of the stochastic ordering of \( \{F_\theta\} \),

\[
(2.3) \quad \inf \Omega \ P(\mathcal{C}|R_h) = \inf \int \int_{\Theta} F_{\theta}^{k-1}(h(x)) \ dF_\theta(x),
\]

where \( \Omega \) is the parametric space \( \{\theta : \theta = (\theta_1, \ldots, \theta_k) ; \theta_i \in \Theta, i = 1, \ldots, k\} \) and the integral is over the support of \( F_\theta \). Let

\[
(2.4) \quad A_h(\theta) = \int F_{\theta}^{k-1}(h(x)) \ dF_\theta(x).
\]

Regarding the evaluation of the infimum in (2.3), Gupta and Panchapakesan [57] have proved the following theorem.

**Theorem 2.1.** Suppose, for every \( h \in \mathcal{H} \) and \( \theta \in \Theta \),

\[
(2.5) \quad f_\theta(x) \left( \frac{\partial}{\partial \theta} F_\theta(h(x)) \right) - h'(x) f_\theta(h(x)) \left( \frac{\partial}{\partial \theta} F_\theta(x) \right) \geq 0
\]
for all $x \in I(F_\theta)$, where $h'(x) = (d/dx) h(x)$. Then, under certain regularity conditions, $A_h(\theta)$ is nondecreasing in $\theta$. The monotonicity of $A_h(\theta)$ is strict, if (2.5) holds with strict inequality.

The above theorem is, in fact, a consequence of a more general theorem proved in [57].

If the condition (2.5) is satisfied, then

$$\inf_{\theta \in \Theta} A_h(\theta) = \lim_{\theta \to \theta^+} A_h(\theta) = A_h(\theta_0^+),$$

where $\theta_0$ is the left hand endpoint of the open interval $\Theta$. With no loss of generality, we can assume that $F_{\theta_0^+}$ is a distribution function. Because of the properties stated in (2.1), it can be seen that there exists an $h \in \mathcal{H}$ for which

$$A_h(\theta_0^+) = P^*,$$

where $0 < P^* < 1$.

Remark. In any particular problem of interest we may have $\theta \in \Theta'$, where $\Theta'$ is the interval $\Theta$ closed at either end or at both ends. In this case, let

$$B(h) = \min[A_h(\theta_0^+), \inf_{\theta \in \Theta'} A_h(\theta)],$$

where $\partial \Theta$ is the boundary of $\Theta$. The properties in (2.1) are sufficient to assure the existence of an $h$ for which $B(h) = P^*$. However, in most practical situations, we have $A_h(\theta_0^+) = A_h(\theta_0)$.

Let $p_i$ denote the probability that the population associated with $\theta[i]$ is included in the subset. Then, a procedure $R$ designed to select the population with the largest $\theta$ is said to be monotone if $p_i \leq p_j$ for $1 \leq i \leq j \leq k$. If $p_i \leq p_k$ for all $i$, then we say that $R$ is unbiased.
If \( h(x) \) is increasing in \( x \), it can be shown that \( R_h \) is monotone.

Suppose we denote the number of populations included in the selected subset using a procedure \( R \) by \( S \). Then \( S \), called the subset size, is an integer valued random variable. We are interested in the \( E(S) = E(S|R_h) \). It is easy to see that \( E(S) = p_1 + \ldots + p_k \). The following theorem relating to the supremum of \( E(S) \) over \( \Omega \) has been proved in [57].

**Theorem 2.2.** For the procedure \( R_h \) defined by (2.2), \( \sup_{\Omega} E(S|R_h) \) is attained when \( \theta_1 = \theta_2 = \ldots = \theta_k \) provided that

\[
(2.8) \quad \frac{\partial}{\partial \theta_1} F_{\theta_1}(h(x)) f_{\theta_2}(x) - h'(x) \frac{\partial}{\partial \theta_1} F_{\theta_1}(x) f_{\theta_2}(h(x)) \geq 0
\]

for every \( h \in \mathcal{H}, \theta_1 \leq \theta_2 \) and all \( x \in I(F_\theta) \).

It should be noted that (2.8) implies (2.5). Many of the procedures investigated in the literature are members of the class \( R_h \). In the subsequent parts of this section we discuss some specific procedures of interest.

### 2.1. Selection in terms of location and scale parameters.

Two of the important cases in many statistical investigations are those of location and scale parameters. Many of the parameters of interest fall under one of these cases. We first discuss the location parameter case.

(a) **Location parameter.** In this case we have \( F_{\theta_1}(x) = F(x-\theta_1), \theta_1 \in (-\infty, \infty) \) and \( I(F_\theta) = (-\infty, \infty) \). The usual choice is \( h(x) = x + b, b \geq 0 \). It is easy to see that \( A_h(\theta) \) is constant for \( \theta \in \Theta \) and hence we can evaluate the \( \inf P(CS|R_h) \) at \( \theta = 0 \). It can also be shown [57] that, for the above choice of \( h(x) \), the condition (2.8) reduces to monotone
likelihood ratio (MLR) in \( x \). Thus the constant \( b \) satisfying the \( P^* \)-condition is given by

\[
(2.9) \quad \int_{-\infty}^{\infty} f^{k-1}(x + b) \, dF(x) = P^*
\]

and \( \sup E(S) = k \, P^* \), if \( f(x-\theta) \) has MLR in \( x \).

As an application to a specific problem, consider selection of a subset containing the largest mean from \( k \) independent normal populations with unknown means \( \mu_1, \ldots, \mu_k \) and a common known variance \( \sigma^2 \). If \( \bar{\bar{Y}}_i \), \( i = 1, \ldots, k \), are the sample means based on \( n \) observations from each population, the rule \( R_h \) selects \( \pi_i \) if and only if

\[
\bar{y}_i > \max_{1 \leq r < k} \bar{y}_r - d\sigma/\sqrt{n},
\]

\( d > 0 \). Here \( h(x) = x + d\sigma/\sqrt{n} \). Thus, the constant \( d \) is given by

\[
(2.10) \quad \int_{-\infty}^{\infty} \phi^{k-1}(u + d) \, \varphi(u) \, du = P^*,
\]

where, unless otherwise stated, \( \phi(\cdot) \) and \( \varphi(\cdot) \) denote the cdf and the density of the standard normal distribution. If \( \sigma^2 \) is unknown, one will naturally use \( s^2 \), the pooled estimator of \( \sigma^2 \) based on \( k(n-1) \) degrees of freedom. In this case it can be shown that \( d \) is given by

\[
(2.11) \quad \int_0^{\infty} \int_{-\infty}^{\infty} \phi^{k-1}(u + yd) \, \varphi(u) \, g_{\upsilon}(y) \, dy \, du = P^*,
\]

where \( g_{\upsilon}(y) \) is the density of \( \chi_{\upsilon}/\upsilon \) with \( \upsilon = k(n-1) \). For the case of known \( \sigma^2 \), the constant \( d \) can be obtained for selected values of \( k, n \) and \( P^* \) from the table of Gupta [46]. Tables for the case of unknown \( \sigma^2 \) are given by Gupta and Sobel [61]. These procedures have also been discussed by Gupta [48]. The selection problem with unequal sample sizes has been investigated by Gupta and Huang [51].
(b) **Scale parameter case.** In this case, we have $F_{\theta_i}(x) = F(x/\theta_i)$, $\theta_i \in (0, \infty)$, $I(F_{\theta}) = (0, \infty)$. For the choice of $h(x) = ax$, $a \geq 1$, it is easily seen that $A_h(\theta)$ is constant for $\theta \in \Theta$ and hence the inf $P(C_S|R_h)$ can be evaluated at $\theta = 1$. Further, sup $E(S)$ is attained when $\theta_1 = \ldots = \theta_k$ if the density $f_\theta(x)$ has MLR in $x$ and in that case sup $E(S) = k P^*$. The constant $a$ satisfying the $P^*$-condition is given by

$$\int_0^\infty F_{\theta_i}^{k-1}(ax) \, dF(x) = P^*. \quad (2.12)$$

A specific example of interest is the selection from $k$ gamma populations with densities

$$f_{\theta_i}(x) = \{\Gamma(r)\}^{-1} \theta_i^{-r} x^{r-1} e^{-x/\theta_i}, \quad x > 0, \theta_i > 0, \ i = 1, \ldots, k. \quad (2.13)$$

It is known [95] that the gamma distributions have increasing failure rates when $r > 1$. One may be interested in selecting the population with the largest $\theta_i$. This corresponds to selecting the population with the largest mean $\mu_i = r \theta_i$. For this goal, Gupta [47] proposed the rule $R_a$: Select $\pi_i$ if and only if

$$\alpha \bar{x}_i \geq \max_{1 \leq r < k} \bar{x}_r, \quad \alpha \geq 1, \quad (2.14)$$

where $\bar{x}_i$, $i = 1, \ldots, k$, are the sample means based on $n$ independent observations from each of the populations. The appropriate constant $a$ is given by

$$\int_0^\infty G_{\nu}^{k-1}(ax) \, dG_{\nu}(x) = P^*, \quad (2.15)$$

where $G_{\nu}(x)$ is the cdf of a standardized gamma variate (i.e. with $\theta=1$)
with parameter \( v/2 = nr \). Gupta [47] has tabulated the values of \( a^{-1} \) for \( k = 2(1)11, v = 2(2)50 \) and \( p^* = .75, .90, .95 \) and \( .99 \). These tables are also applicable for the case when the common \( r \) is unknown. This is discussed in §3. The selection problem for the smallest \( \theta_i \) can be treated in an analogous manner. This problem arises in the context of selecting a subset containing the normal population with the smallest variance. The rule in this case is an obvious modification of \( R_a \). We select \( \pi_i \) if and only if \( \bar{x}_i \leq \min_{1 \leq r < k} \bar{x}_r \). This rule has been studied by Gupta and Sobel [64] and the related tables are available in their companion paper [65].

2.2. Selection from multivariate normal populations. Selection problems for multivariate normal populations have been investigated using several measures of ranking. Let \( \pi_1, \ldots, \pi_k \) be independent \( p \)-variate normal distributions, where \( \pi_i \) has mean vector \( \mu_i \) and covariance matrix \( \Sigma_i, i = 1, \ldots, k \). Let \( x_{ij}, j = 1,2,\ldots, n, \) be random vector observations from \( \pi_i \). Let \( S_i = (n-1)^{-1} \sum_{\ell=1}^n (x_{i\ell} - \bar{x}_i)(x_{i\ell} - \bar{x}_i)' \), denote the sample covariance matrix where \( \bar{x}_i \) is the sample mean vector.

(a) Selection in terms of generalized variance, \(|\Sigma|\). In this case \( \mu_i \) and \( \Sigma_i \) are unknown. The goal is to select a subset containing the population associated with the smallest \(|\Sigma_i|\). For this problem, Gnanadesikan and Gupta [40] studied the rule \( R \): Select the population \( \pi_i \) if and only if

\[
|S_i| \leq c^{-1} \min_{1 \leq r < k} |S_r|, \quad 0 < c \leq 1.
\]

(2.16)
It has been shown in [40] that

\begin{equation}
\inf_{\Omega} P(\text{CS}|R) = \Pr(Y_1 \leq c^{-1}Y_j, j = 2, \ldots, k),
\end{equation}

where $Y_i, i = 1, \ldots, k$, are independent random variables, each being the product of $p$ independent factors, the $r$th factor being distributed as a chi-square random variable with $(n-r)$ degrees of freedom. The exact distribution of $Y_i$ is unknown except when $p = 2$.

(b) **Selection in terms of distance functions.** In some problems, it is of interest to use the Mahalanobis distance function,

\[ \lambda_i = u_i^T \Sigma_i^{-1} u_i, \]

to rank the populations. In the case of a univariate population, $1/\lambda_i$ is the square of the coefficient of variation. The Mahalanobis distance function seems to be a good measure in some infraspecific taxonomic problems. Our goal is to select a subset containing the population associated with the largest $\lambda_i$. Let $y_{ij} = x_{ij}^T \Sigma_i^{-1} x_{ij}$, $j = 1, \ldots, n; i = 1, 2, \ldots, k$. Then $y_i = \sum_{j=1}^{n} y_{ij}$ has the non-central chi-square distribution with $np$ degrees of freedom and non-centrality parameter $\lambda_i' = n\lambda_i$. For the case of $\Sigma_i = \Sigma(unknown)$ for all $i$, Gupta [49] proposed the rule $R_1$: Select the population $\pi_i$ if and only if

\begin{equation}
y_i > c \max_{1 \leq r < k} y_r, \quad 0 < c < 1.
\end{equation}

Because of the stochastic ordering of the non-central chi-square distributions in $\lambda'$, the $\inf P(\text{CS}|R_1)$ is attained when the distributions have the same non-centrality parameter $\lambda'$. Thus

\begin{equation}
\inf_{\Omega} P(\text{CS}|R_1) = \inf_{\lambda' > 0} \int_{0}^{\infty} F_{\lambda'}(x/c) \, dF_{\lambda'}(x),
\end{equation}
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where $F_{\lambda}(x)$ is the cdf of a non-central chi-square variable with $np$ degrees of freedom and non-centrality parameter $\lambda'$. Gupta [49] showed that, for $k = 2$, the integral on the right hand side of (2.19) is non-decreasing in $\lambda' \geq 0$ and hence the infimum takes place at $\lambda' = 0$.

Later, Gupta and Studden [60] established the monotonicity for $k \geq 2$. They proved the following theorem.

**Theorem 2.3.** Let $g_j(x), j = 0,1,2,\ldots$ be a sequence of density functions on the interval $[0,\infty)$ and define

$$f_{\lambda}(x) = \sum_{j=0}^{\infty} \left( e^{-\lambda^j/j!} \right) g_j(x), \quad x \geq 0. \tag{2.20}$$

For a fixed integer $k \geq 2$ and $a > 1$, let

$$I(\lambda) = \int_{0}^{\infty} F_{\lambda}^{k-1}(ax) \, dF_{\lambda}(x) \quad \text{and} \quad J(\lambda) = \int_{0}^{\infty} \left[ 1 - F_{\lambda}(x/a) \right]^{k-1} \, dF_{\lambda}(x). \tag{2.21}$$

Then, $I(\lambda)$ and $J(\lambda)$ are nondecreasing in $\lambda$ provided that, for each $\lambda \geq 0$,

$$\sum_{i=0}^{k} \binom{k}{i} \left[ \frac{G_{i+1}(ax) - G_{i}(ax)}{G_{k+1}(ax) - G_{k}(ax)} \right] g_{k-i}(x) - c \left[ G_{k-i+1}(x) - G_{k-i}(x) \right] \geq 0. \tag{2.22}$$

Further, the monotonicity is strict if the condition (2.23) holds with strict inequality for some integer $k$.

It should be pointed out that the monotonicity of $J(\lambda)$ is needed for the procedure defined by Gupta and Studden [60] for selecting the population associated with the smallest $\lambda_1$. Gupta and Studden [60]
considered the case of $\Sigma_i$ known but not necessarily equal. Thus, for their procedure, $y_{ij} = x_{ij} \Sigma_i^{-1} x_{ij}$ and the procedure is substantially the same as $R_1$ defined by (2.18). They have also considered a procedure for the case where the $\Sigma_i$ are different but all unknown. In this case, let $Z_i = \bar{x}_i' S_i^{-1} \bar{x}_i$. Then, the procedure studied is $R_2$: Select $\pi_i$ if and only if

$$ (2.24) \quad c' Z_i \geq \max_{1 \leq r \leq k} Z_r, \quad c' \geq 1. $$

In this case, it is shown that $\inf P(CS|R_2)$ is attained when $\lambda_1' = \ldots = \lambda_k' = 0$. The distribution of $Z_i$, when the $\lambda_i$ are equal, is the non-central F with degrees of freedom np and noncentrality parameter $\lambda'$. The applicability of Theorem 2.3 in these two cases is due to the fact that the non-central chi-square and the non-central F distributions are of the form (2.20) where $g_j(x)$ are central chi-square and F distributions, respectively, with degrees of freedom depending on $j$. It should be pointed out that, when $\Sigma_i$ are known, a procedure analogous to $R_2$ with $Z_i = \bar{x}_i' S_i^{-1} \bar{x}_i$ is undesirable because the constant $c$ in this case does not depend on $n$. This difficulty is overcome by $R_1$.

(c) Selection in terms of multiple correlation coefficient. Let $\rho_i \equiv \rho_{1,i,2,\ldots,p}$ be the multiple correlation coefficient between the first variable and the rest in the population $\pi_i$. Gupta and Panchapakesan [56] investigated procedures for selecting a subset containing the population associated with the largest $\rho_i$. Let the corresponding sample multiple correlation coefficients be $R_i, i = 1, \ldots, k$. One of
the procedures investigated by Gupta and Panchapakesan [56] is \( R_3 \):

Select \( \pi_i \) if and only if

\[
(2.25) \quad R_*^2 \geq c_1 \max_{1 \leq r < k} R_r^2, \quad 0 < c_1 < 1,
\]

where \( R_i^2 = R_i^2/(1-R_i^2), \ i = 1, \ldots, k \). Letting \( \lambda_i = \rho_i^2 \), the distribution of \( R_i^2 \) is given by

\[
(2.26) \quad u_\lambda(x) = \sum_{j=0}^{\infty} \frac{\Gamma(q+m+j)\lambda^j}{\Gamma(q+m)j!} (1-\lambda)^{q+m} f_2(q+j), 2m(x)
\]

in the so-called unconditional case and by

\[
(2.27) \quad u_\lambda(x) = \sum_{j=0}^{\infty} \frac{e^{-m\lambda}(m\lambda)^j}{j!} f_2(q+j), 2m(x)
\]

in the conditional case, where \( q = (p-1)/2, m = (n-p)/2 \) and \( f_{r,s}(x) \) denotes the density of the F-distribution with \( r \) and \( s \) degrees of freedom. In this case,

\[
(2.28) \quad \inf_{\Omega} P(CS|R_3) = \inf_{\lambda} \int_{0}^{\infty} U_{\lambda}^{k-1}(x/c) \ dU_{\lambda}(x),
\]

where \( U_{\lambda}(x) \) is the cdf corresponding to \( u_\lambda(x) \). Gupta and Panchapakesan [56] have obtained a theorem analogous to Theorem 2.3 for the unconditional case, where the \( g_j \) are weighted with negative binomial weight functions. The approach is similar to that of Theorem 2.3 which appeared first in 1965 in a technical report. However, in view of the remarks on mixtures of distributions made below, we omit the statement of the theorem of Gupta and Panchapakesan [56].

We first note that, for all procedures \( R_1 \) through \( R_3 \) discussed above, we are interested in the monotonicity of the integral
\[ \int f_{x}^{k-1}(x) \, dF_{x}(x), \quad a > 1, \] where \( F_{x}(x) \) is a mixture of a sequence of distributions \( G_{j}(x) \) with either Poisson weights or negative binomial weights. This is the motivation for the theorem obtained by Gupta and Panchapakesan [57] for their class of procedures \( R_{h} \) discussed earlier in this section. Suppose the distribution \( F_{\theta} \) is of the form

\[ F_{\theta}(x) = \sum_{j=0}^{\infty} w(\theta,j) G_{j}(x), \]

where \( G_{j}(x), \quad j = 1,2,\ldots, \) is a sequence of distribution functions and \( w(\theta,j) \) are non-negative weights such that \( \sum_{j=0}^{\infty} w(\theta,j) = 1 \) for \( \theta \in [0,\infty) \).

We assume that the weights are given by

\[ w(\theta,j) = a_{j} \theta^{j}/B(\theta)j!, \quad B(\theta) \geq 0, \quad \theta \geq 0, \]

\[ a_{j+1} = (m+\lambda j) a_{j}, \quad j = 0,1,\ldots; \quad \lambda, m \geq 0. \]

It is easy to see that \( B(\theta) = a_{0}(1-\theta\lambda)^{-m/\lambda} \), provided \( \theta \lambda < 1 \). The following theorem is due to Gupta and Panchapakesan [57].

**Theorem 2.4.** The condition (2.8) is satisfied if, for \( \alpha = 0,1,\ldots, [i/2] \) and \( b > 1, \)

\[ b^{\alpha}(m+\lambda \alpha)[g_{i-\alpha}(x) \Delta G_{\alpha}(h(x)) - h'(x)g_{i-\alpha}(h(x)) \Delta G_{\alpha}(x)] \]

\[ + b^{\alpha}(m+\lambda(i-\alpha))[g_{\alpha}(x) \Delta G_{i-\alpha}(h(x)) - h'(x)g_{\alpha}(h(x)) \Delta G_{i-\alpha}(x)] \geq 0, \]

where \( \Delta G_{\alpha}(x) = G_{\alpha+1}(x) - G_{\alpha}(x) \) and \([s]\) denotes the largest integer \( \leq s \).

As an immediate consequence of Theorems 2.1, 2.2, 2.4 and the remark immediately following Theorem 2.2, we see that, if (2.31) holds for every \( h \in \mathcal{H} \), then \( A_{h}(\theta) \) defined by (2.4) is nondecreasing in \( \theta \) and \( \sup E(S) \) is attained when \( \theta_{1} = \ldots = \theta_{k} \). If we set \( m = 1, \lambda = 0, \) and
\( a_0 = 1 \) in (2.30) we get Poisson weights. The negative binomial weights are obtained by letting \( \lambda = 1 \) and \( a_0 = 1 \).

The values of the constant \( c \) defining \( R_1 \) can be obtained from the tables of Gupta [49]. The constants \( c' \) of \( R_2 \) and \( c_1 \) of \( R_3 \) can be obtained from the tables of Gupta and Panchapakesan [56]. It should be pointed out that, though we have described only procedures for selecting the population associated with the largest value of the parametric function chosen, the several papers referred to above have also considered the case of the population associated with the smallest value of the parametric function.

2.3. Selection in terms of discrete distributions. We have discussed so far in this section procedures when the underlying distributions \( F_\theta \) are continuous possessing densities. We now consider the case where the underlying distributions are discrete. Subset selection procedures have been investigated in the case of distributions of importance such as binomial, negative binomial and Poisson. However, for the purpose of illustration, we are primarily interested in the binomial case.

Suppose \( \pi_1, \ldots, \pi_k \) are \( k \) independent binomial populations with unknown probabilities of success on a single trial \( \theta_1, \ldots, \theta_k \), respectively, where \( 0 \leq \theta_i \leq 1, i = 1, \ldots, k \). The goal is to select a subset containing the population with the largest \( \theta_i \). Towards this end Gupta and Sobel [63] proposed the rule \( R \): Select \( \pi_i \) if and only if
$x_i \geq \max_{1 \leq r \leq k} d$,

where $x_i$ is the observed number of successes in $n$ observations from $\pi_i$ and $d = d(n,k,p^*)$ is the smallest nonnegative integer that will satisfy the $P^*$-condition. It is known that $P(CS|R)$ is minimized when $\theta_1 = \ldots = \theta_k$. Thus, the constant $d$ is the smallest nonnegative integer for which

$$\inf_{0 \leq \theta \leq 1} \frac{n}{\alpha} (1-\theta)^{n-\alpha} \left[ \sum_{j=0}^{\alpha+d} \binom{n}{j} \theta^j (1-\theta)^{n-j} \right]^{k-1} \geq P^*.$$ 

(2.33)

It has been shown by Gupta and Sobel [63] that, for $k = 2$, the infimum in (2.33) is attained for $\theta = 1/2$, and that, for a fixed $k$, the value $\theta_0$ at which the infimum takes place tends to $1/2$ as $n \to \infty$. However, in general, the value of $\theta$ for which the infimum takes place is not known. Gupta and Nagel [54] have proposed a randomized rule $R'$ as an alternative. Let $p_k(x_1, \ldots, x_k)$ denote the probability of selecting $\pi_k$ based on the observations $x_1, \ldots, x_k$. Then the rule $R'$ is defined by

$$p_k(x_1, \ldots, x_k) = \begin{cases} 1 & \text{if } x_k > C_T, \\ \rho & \text{if } x_k \leq C_T, \\ 0^* & \text{if } x_k < C_T, \end{cases}$$

(2.34)

where $T = \sum_{i=1}^{k} x_i$ is a sufficient statistic for $\theta$ and, $\rho = \rho(T, P^*, k, n)$ and $C_T(P^*, k, n)$ are determined so as to satisfy the $P^*$-condition. The values of $C_T$ and $\rho$ have been tabulated by Gupta and Nagel [54] for $k = 2, 3, 5$; $n = 5, 10$ and $P^* = 0.75, 0.90, 0.95, 0.99$ with $T$ in each case going from 0 to nk.

As an application, consider independent continuous distributions
$F_i$ with densities $f_i, i = 1, \ldots, k$, associated with lengths of life from $k$ populations. Then $r_i(t) = f_i(t) / [1 - F_i(t)]$ is the failure rate function for the population $\pi_i$. We assume that these populations are IFRA, i.e., $R_i(t) = t^{-1} \int_0^t r_i(x) \, dx$ is increasing in $t$. Such distributions and several results relating to them are discussed at length in the subsequent sections of this paper. Here we will assume that there is one among the $k$ populations, denoted by $F_{[k]}(x)$, such that the associated $R_{[k]}(t) \leq R_i(t)$, for all $t > 0$, $i = 1, \ldots, k$. The goal is to select a subset containing that population. It is easy to see that, if $R_i(t) \leq R_j(t)$, then $F_i(t) \leq F_j(t)$. Thus, the best population here is the one which is stochastically larger than any other population.

Suppose we put $n$ items from each population on a life test for a period of time, $T$. Let $x_1, \ldots, x_k$ be the number of failures. Then, $x_i$ has the binomial distribution with $p_i = F_i(T)$ and we are interested in the population with the smallest $p_i$. So we can use the procedures $R$ and $R'$ with $n - x_i$ in the place of $x_i$.

Gupta and Nagel [54] have studied procedures similar to $R'$ defined by (2.34) for the problem of selection from Poisson and negative binomial distributions. The case of Fisher's logarithmic distributions has been discussed by Nagel [79]. The subset selection rules for selecting the cell with the largest (smallest) probabilities in a multinomial distribution have been investigated by Gupta and Nagel [53], and Panchapakesan [80].

2.4. Distribution-free procedures based on ranks. We now assume
our earlier setup where \( \{F_\theta\} \) is a stochastically increasing family of absolutely continuous distributions. However, it is now further assumed that the functional form of \( F_\theta \) is not known. For selecting a subset containing the population associated with the largest \( \theta_i \), Gupta and McDonald [52] investigated three classes of rules based on ranks. Let \( x_{ij}, j = 1, \ldots, n_i, \) be independent observations from \( \pi_i, i = 1, \ldots, k. \) All the \( N = n_1 + \ldots + n_k \) observations are pooled and ordered. Let \( Z(1) \leq Z(2) \leq \ldots \leq Z(N) \) denote an ordered sample of size \( N \) from a continuous distribution \( G \) such that \( -\infty < a(r) \equiv E_{G}(Z(r)) < \infty, r = 1, \ldots, N. \) With each observations \( x_{ij} \) associate the number \( a(R_{ij}) \) and define

\[
H_i = n_i^{-1} \sum_{i=1}^{n_i} a(R_{ij}), \quad i = 1, \ldots, k,
\]

where \( R_{ij} \) denotes the rank of \( x_{ij} \) in the combined sample. The classes of procedures studied by Gupta and McDonald are based on the \( H_i. \) The difficulty with the usual types of procedures is that the infimum of the probability of a correct selection does not necessarily take place when all the populations are identical unless \( k = 2. \) A detailed survey of these and other related procedures is given by Gupta and Panchapakesan [58].

2.5. Selecting a subset better than a standard. In many practical situations we may be interested in choosing from \( k \) given populations those which compare favorably with a standard or a control population in terms of the characteristic of interest. To be precise, let \( \pi_i, i = 0,1, \ldots, k, \) be \((k+1)\) populations with the associated distribution
functions $F_{\theta_i}$. The parameter $\theta_0$ of the standard population, $\pi_0$, may or may not be known. The other $\theta_i$ are unknown. We say that $\pi_i$ is better than $\pi_0$ if $\theta_i \geq \theta_0$ (or $\theta_i < \theta_0$). The goal is to select a subset of the $k$ experimental populations with a minimum guarantee on the probability that all populations better than the standard are included in the selected subset. The normal means problem was investigated by Gupta and Sobel [62]. Later Gupta [48] has discussed the cases of location and scale parameters in general. Nonparametric selection procedures when the comparison is in terms of $\alpha$-quantile ($0 < \alpha < 1$) have been studied by Rizvi, Sobel and Woodworth [88].

In problems of comparison of experimental populations with a standard, mention should be made of the formulation of Lehmann [73]. He considers a population to be good if it is sufficiently better than the standard. In other words, $\pi_i$ is positive (or good) if $\theta_i \geq \theta_0 + \Delta$ and negative (or bad) if $\theta_i < \theta_0$, where $\Delta$ is a given positive constant. Let $S(\theta, \delta)$ and $R(\theta, \delta)$ denote the expected number of true positives (i.e. good populations included in the subset) and the expected number of false positives (i.e., a bad population included in the subset), respectively, using the procedure $\delta$. The problem of Lehmann is to determine a procedure $\delta$ for which $\sup_{\theta \in \Omega} R(\theta, \delta)$ is minimum subject to the condition that $\inf_{\theta \in \Omega'} S(\theta, \delta) \geq \gamma$, where $\Omega$ denotes the whole parameter space and $\Omega'$ denotes the set of parameter points for which there is at least one of the populations is positive.
3. Subset selection procedures for restricted families of probability distributions. In the previous section, we discussed selection procedures when the distributions under consideration are known except for the parameters involved. We also discussed some distribution-free procedures assuming only the stochastic ordering of the underlying distributions. Presently we will consider situations where, even though the functional forms of the distributions are not known, we do have some information about the family to which these distributions belong. This information could be useful in obtaining appropriate bounds for the probabilities in which we are interested. These bounds, as we will see, are in terms of some known distribution. For this reason, we will call these quasi-parametric cases. Many interesting examples of such situations arise in practice. The families of distributions having an increasing failure rate (IFR) or an increasing failure rate on the average (IFRA), which have been considered extensively in reliability theory, are examples of this type. Such families of distributions can be described in the general setup of probability distributions, which are partially ordered in some sense with respect to a known distribution and this is described below.

3.1. Partial ordering in the space of probability distributions. A binary ordering relation ($\preceq$) is called a partial ordering in the space of probability distributions if

(a) $F \preceq F$ for all distributions $F$, and
(b) $F \preceq G$, $G \preceq H$ imply $F \preceq H$. 
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It should be noted that $F \preceq G$ and $G \preceq F$ do not necessarily imply that $F \equiv G$. The above definition has been used by early authors and followed in Barlow and Gupta [6]. However, it should be noted that a partial ordering defined as above corresponds to a quasi-ordering in the terminology of Barlow et al [2] who consider more general ordering of sets.

Assuming that all our distributions are absolutely continuous, we will now define some of the special order relations of interest to us. $F$ and $G$ denote distribution functions.

(i) $F$ is said to be **convex** with respect to (w.r.t.) $G$ (written $F \preceq_c G$) if and only if $G^{-1}F(x)$ is convex on the support of $F$.

(ii) $F$ is said to be **star-shaped** w.r.t. $G$ (written $F \preceq_s G$) if and only if $F(0) = G(0) = 0$ and $G^{-1}F(x)/x$ is increasing in $x \geq 0$ on the support of $F$.

(iii) $F$ is said to be **r-ordered** w.r.t. $G$ ($F \preceq_r G$) if and only if $F(0) = G(0) = \frac{1}{2}$ and $G^{-1}F(x)/x$ is increasing (decreasing) for $x$ positive (negative).

(iv) $F$ is said to be **tail ordered** w.r.t. $G$ ($F \preceq_t G$) if and only if $F(0) = G(0) = \frac{1}{2}$ and $G^{-1}F(x) - x$ is nondecreasing on the support of $F$.

If $G(x) = 1-e^{-x}(x \geq 0)$, then (i) defines the class of IFR distributions studied by Barlow, Marshall and Proschan [9], while (ii) defines the class of IFRA distributions studied by Barlow, Esary and Marshall [4]. The r-ordering defined by (iii) has been investigated by Lawrence [72]. Doksum [28] has used the tail-ordering. The convex ordering and s-ordering (not defined here) have been studied by
Van Zwet [87]. It is easy to verify that the above order relations are all partial order relations. One can also easily see [26] that convex ordering implies star-ordering.

3.2. Subset selection problems for quantiles. In this section we assume that the populations \( \pi_i, i = 1,2,\ldots, k \), with the distributions \( F_i \) have unique \( \alpha \)-quantiles, \( \xi_{\alpha i}, i = 1,2,\ldots, k \). Let \( F_{[i]} \) denote the cdf of the population with the \( i \)th smallest \( \alpha \)-quantile. We assume that

\[
\begin{align*}
(a) & \quad F_{[i]}(x) \geq F_{[k]}(x) \quad \text{for all } x, \quad i = 1,2,\ldots, k; \\
(b) & \quad \text{that there exists a distribution } G \text{ such that } F_{[i]} \preceq G, \quad i = 1,2,\ldots, k,
\end{align*}
\]

where \( \preceq \) denotes a partial ordering relation in the space of probability distributions. Of course, the correct pairing of the unordered and the ordered \( F_i \)'s is not known. We denote the space of the \( k \)-tuples \( (F_1, F_2,\ldots, F_k) \) by \( \Omega \). Our goal is to select a subset from the \( k \) populations so as to include the population with the largest \( \alpha \)-quantile. For this goal we define a selection procedure when the partial ordering in (3.1) is star-ordering.

Let \( T_{j,i}, i = 1,2,\ldots, k \), denote the \( j \)th order statistic based on \( n \) independent observations from \( \pi_i \) where \( j \leq (n+1)\alpha < j+1 \). Then, for selecting the population with the largest \( \alpha \)-quantile, the following rule \( R_1 \) was proposed by Barlow and Gupta [6].

\[ R_1: \quad \text{Select } \pi_i \text{ if and only if } \]

\[
(3.2) \quad T_{j,i} \geq c \max_{1 \leq r \leq k} T_{j,r},
\]

\[ 26 \]
where $0 < c = c(k, p^*, n, j) < 1$ is determined so as to satisfy the probability requirement

\[(3.3) \quad \inf_{\Omega} P(CS|R_1) = P^* .\]

To enable the determination of the constant $c$, the following result has been obtained in [6].

**Theorem 3.1.** If $F[i](0) = G(0) = 0$, $F[i](x) \geq F[k](x)$, $x \geq 0$, $i = 1, 2, \ldots, k$, and $F[k] \preceq G$, then

\[(3.4) \quad \inf_{\Omega} P(CS|R_1) = \int_0^\infty [G_j(x/c)]^{k-1} dG_j(x),\]

where $G_j(x)$ is the cdf of the $j$th order statistic based on $n$ independent observations from the distribution $G$.

Thus the constant $c$ which defines the procedure $R_1$ is determined by

\[(3.5) \quad \int_0^\infty [G_j(x/c)]^{k-1} dG_j(x) = P^*.\]

As we have noted earlier, when $G(x) = 1-e^{-x}(x>0)$, the populations have increasing failure rates on the average. For this case, the value of the constant $c$ satisfying (3.5) has been tabulated by Barlow, Gupta and Panchapakesan [7] for $P^* = 0.75, 0.90, 0.95, 0.99$ and the following values of $k, n$ and $j$ corresponding to each selected value of $P^*$:

1. $j = 1, k = 2(1)11$ (In this case $c$ is independent of $n$);
2. $k = 2(1)4, n = 5(1)15, j = 2(1)n$;
3. $k = 5, n = 5(1)12, j = 2(1)n$;
4. $k = 6, n = 5(1)10, j = 2(1)n$.

These tables can be used also when the class of distributions $F$ is
star-ordered with respect to Weibull distribution $G_{\lambda}(x) = 1 - \exp(-x^{\lambda}/\theta)$ for $x \geq 0$ and $\theta, \lambda > 0$. It is known that such a class of distributions is the smallest class of continuous distributions containing the Weibull class of distributions with shape parameter $\lambda$ which is closed under the formation of coherent structures and limits in distribution. For the selection problem in this case we use the rule $R_1$ with constant $c_{\lambda} = c^{1/\lambda}$, where $c$ is obtained from the table in [7].

For the quantile selection problem, Rizvi and Sobel [87] proposed a distribution-free procedure $R_2$ which selects the population $\pi_i$ if and only if

$$T_{j,i} \geq \max_{1 \leq r < k} T_{j-a,r}$$

where $a$ is the smallest integer with $1 \leq a \leq j-1$ for which the $P^*$-condition is satisfied. An asymptotic comparison of $R_1$ and $R_2$ has been made in [6]. Using the asymptotic theory of order statistics, the sample sizes $n_{R_1}(\epsilon), i = 1,2$, are found such that $E(S|R_1) - P(CS|R_1) = \epsilon$.

It should be noted that for any rule $R$, the expression $E(S|R) - P(CS|R)$ denotes the expected number of non-best populations included in the selected subset. For the slippage configuration $F_{[i]}(x) = F(x/\delta), i = 1,\ldots, k-1$, and $F_{[k]}(x) = F(x), 0 < \delta < 1$, the asymptotic relative efficiency $ARE(R_1, R_2; \delta)$ of $R_1$ relative to $R_2$ is defined to be the limit as $\epsilon \to 0$ of the ratio $n_{R_2}(\epsilon)/n_{R_1}(\epsilon)$. It has been shown in [6] that $ARE(R_1, R_2; \delta) = 1$.

A similar comparison of $R_1$ and the procedure (which we will call
R' here) for selecting the largest gamma parameter discussed in §2 gives

\[ (3.5) \quad \text{ARE}(R_1, R'; \delta) \geq 2(1-\delta)^2 \overline{a}^2 (-\log \overline{a})^2 \]
\[ \cdot \left[ r (\log \delta)^2 \overline{a}^\alpha (1+\delta^2)\right]^{-1}, \quad r \geq 1, \]

where \( r \) is the common degrees of freedom of the gamma distributions and \( \overline{a} = 1 - \alpha \). In particular, for \( r = 1 \), we get

\[ (3.6) \quad \text{ARE}(R_1, R'; \delta+1) \geq \alpha^{-1} \overline{a}(-\log \overline{a})^2 \]
\[ = 0.493 \text{ when } \alpha = \frac{1}{2}. \]

The problem of selecting the population with the smallest \( \alpha \)-quantile can be handled in a similar way. Here, of course, we will assume that \( F_{[i]}(x) \leq F_{[1]}(x) \), \( i = 1, 2, \ldots, k \) and all \( x \geq 0 \), and \( F_{[i]} \leq G \).

The selection procedure proposed in this case is

\[ R_5: \text{ Select } \pi_i \text{ if and only if } \]

\[ (3.7) \quad d_{T_i, j} = \min_{1 \leq r < k} T_{j, r}, \quad j \leq (n+1)\alpha < j+1, \]

where \( 0 < d = d(k, P^*, n, j) < 1 \) is a constant chosen so as to satisfy the \( P^* \)-requirement. It is shown in [6] that \( d \) is determined by

\[ (3.8) \quad \int_0^\infty [1-G_{j}(x)]^{k-1} dG_{j}(x) = P^*. \]

The constants \( d \) are tabulated in [7] for \( P^* = 0.75, 0.90, 0.95, 0.99 \) and the following ranges of \( k, n \) and \( j \) for each \( P^* \) value:

(i) \( j = 1, k = 2(1)11 \) (\( d \) is independent of \( n \));

(ii) \( k = 2(1)5, n = 5(1)15, j = 2(1)n; \)

(iii) \( k = 6, n = 5(1)12, j = 2(1)n. \)

3.3. Selection with respect to the means for the class of IFR
distributions. Let \( u_i \) be the mean of the distribution \( F(x; u_i) \), \( i = 1, 2, \ldots, k \), and assume

(a) \( F(x; u_i) \geq F(x; u[k]) \) for all \( x \), \( i = 1, 2, \ldots, k \);

(b) \( F(x; u_i) \leq G(x) = 1 - e^{-x} \), \( i = 1, 2, \ldots, k \).

(3.9)

For convenience, we assume that \( F(0; u_i) = 0 \) for all \( i \). For selecting a subset to include the population with the largest mean, \( u[k] \), Barlow and Gupta [6] have proposed the rule \( R_3 \): Select \( \pi_i \) if and only if

(3.10)

\[ \bar{x}_i \geq c' \max_{1 \leq r \leq k} \bar{x}_r, \]

where \( \bar{x}_r \), \( r = 1, 2, \ldots, k \), are the sample means based on a random sample of \( n \) observations from each population. Let \( U[i](x) \) denote the distribution of the mean of the sample from \( F(x; u[i]) \). Then, as an immediate consequence of (3.9)-(a), we have \( U[i](x) \geq U[k](x) \) for all \( x \), \( i = 1, 2, \ldots, k \). Since, the class of IFR distributions is closed under convolution [9], \( U[i] \leq G, i = 1, 2, \ldots, k \). Using these properties, it has been shown in [6] that

(3.11)

\[ P(CS|R_3) \geq \int_0^\infty G^{k-1}(x/c') \ dG(x). \]

An obvious disadvantage of the above procedure is that the bound in (3.11), and hence the constant \( c' \) satisfying the \( P^* \)-condition, is independent of \( n \). However, if we restrict the class of distributions to the gamma family, we can obtain a lower bound for the probability of a correct selection which depends on \( n \). By taking the density of the population \( \pi_i \) to be \( f(x; \theta_i) = \theta_i^\alpha x^{\alpha-1} e^{-\theta_i x} / \Gamma(\alpha) \), \( x \geq 0, \theta_i > 0, i = 1, \ldots, k \),
2, ..., k, and $\alpha \geq 1$. The actual value of $\alpha$ is unknown. Then, selecting the population with the largest mean is equivalent to selecting the population with the smallest $\theta$. In this it has been shown in [6] that

$$P(CS|\bar{R}_3) > \int_0^\infty (G^{(n)}(x/c'))^{k-1} dG^{(n)}(x),$$

where $G^{(a)}$ denotes the distribution of a gamma variate with parameter $a$. Thus the constant $c' = c'(k,P^*,n)$ is determined so as to satisfy the $P^*$-requirement by equating the right hand side of (3.12) to $P^*$.

The values of $c'$ are tabulated by Gupta [47]. The problem of selecting the population with the largest $\theta$ can be handled in an analogous manner.

3.4. Selection with respect to the median for distributions

$r$-ordered with respect to a specified distribution $G$. In this part we consider selection procedures with respect to the median for the distributions $F_i$, $i = 1, 2, ..., k$, which have lighter tails than a specified distribution $G$. We say that the distribution $F_i$ has a lighter tail than $G$ with $G(0) = 1/2$ if $F_i$ centered at its median, $\Delta_i$, is $r$-ordered with respect to $G$ and $(d/dx)F_i(x+\Delta_i) \bigg|_{x=0} \geq (d/dx)G(x) \bigg|_{x=0}$ (see Doksum [28]). Our goal is to select a subset of the $k$ populations which includes the population with the largest median, $\Delta[k]$, which is assumed to be stochastically larger than any of the other populations. In this case, Barlow and Gupta [6] have considered the rule $R_4$: Select $i$ if and only if

$$T_{j,i} > \max_{1 \leq r < k} T_{j,r} - D, \quad j \leq (n+1)/2 < j+1,$$
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where the $T_{j,r}$ are as defined in §3.2. It has been shown that the constant $D = D(k, P^*, n, j) > 0$ satisfying the $P^*$-condition is given by

$$\int_{-\infty}^{\infty} G_j^{-1}(t+d) d G_j(t) = P^*.$$  

(3.14)

It could be easily seen [28] that, if $F_i$ has a lighter tail than $G(G(0) = 1/2)$, then it follows that $F_i$, centered at its median $\Delta_i$, is tailed-ordered with respect to $G$ as defined in §3.1. We can show that the procedure $R_4$ of Barlow and Gupta can, in fact, be used for selecting the population with the largest median, when all the populations $F_i$, centered at their respective medians, are tail-ordered with respect to a specified distribution $G$. Towards this end, we state the following theorem.

**Theorem 3.2.** If $F_{[i]}(x) \geq F_{[k]}(x)$ for all $x$, $i = 1, 2, \ldots, k$, $G(0) = 1/2$ and $G_{[-1]}^{F_{[k]}}(x + \Delta_{[k]}) - x$ is nondecreasing in $x$ on $\{x: \ 0 < F_{[k]}(x + \Delta_{[k]}) < 1\}$, then

$$\inf_{\Omega_1} P(CS | R_4) = \int_{-\infty}^{\infty} G_j^{-1}(t + d) d G_j(t),$$  

(3.5)

where $G_j$ is as defined earlier in §3.2 and $\Omega_1$ is the space of the $k$-tuples $(F_1, \ldots, F_k)$ such that $F_i < G$, $i = 1, 2, \ldots, k$.

We leave out the proof of Theorem 3.2 in view of the next theorem which states a little more general result.

Suppose $F$ and $G$ are two continuous distributions with unique $\alpha$-quantiles, $\xi_\alpha$ and $\eta_\alpha$, respectively. We say that $F$ is $\alpha$-quantile tail-ordered with respect to $G(F < G)$ if $G^{-1}(x + \xi_\alpha) - x - \eta_\alpha$ is nondecreasing.
in \( x \) on the support of \( F \). If \( \alpha = 1/2 \) and \( \xi_{1/2} = \eta_{1/2} = 0 \), we have the tail-ordering defined in §3.1. For the \( \alpha \)-quantile tail-ordering we prove the following lemma.

**Lemma 3.1.** Let \( X \) (\( Y \)) be a random variable having continuous distribution \( F \) (\( G \)) with a unique \( \alpha \)-quantile, \( \xi_\alpha(\eta_\alpha) \). If \( F \lesssim G \), then

\[
\Pr(a+\eta_\alpha \leq Y \leq b+\eta_\alpha) \geq \Pr(a+\xi_\alpha \leq X \leq b+\xi_\alpha),
\]

for every \( a \) and \( b \) such that \( a < 0 < b \).

**Proof.** Let \( F' \) and \( G' \) be the distributions of \( X' = X - \xi_\alpha \) and \( Y' = Y - \eta_\alpha \), respectively. Then, it is easy to see that \( G'^{-1}F'(x) - x \) is non-decreasing in \( x \). Letting \( \varphi(x) = G'^{-1}F'(x) \), we have

\[
\Pr(a+\eta_\alpha \leq Y \leq b+\eta_\alpha)
\]

\[
= \Pr(\varphi(a) \leq \varphi(Y') \leq \varphi(b)) \geq \Pr(a \leq X' \leq b), \text{ since } \varphi(Y') = X' \text{ and } \varphi(a) \leq a < 0 < b \leq \varphi(b). \]

The conclusion of the lemma follows immediately.

Now, consider \( k \) populations \( \pi_1, \pi_2, \ldots, \pi_k \) with associated absolutely continuous distributions \( F_i, i = 1, 2, \ldots, k \). We assume that these distributions have unique \( \alpha \)-quantiles, \( \xi_{\alpha,i} \). Let \( F[k] \) denote the distribution which has the \( i \)th smallest \( \alpha \)-quantile. Let \( G \) be a specified distribution with the unique \( \alpha \)-quantile, \( \eta_\alpha \). In order to select a subset including the population having the largest \( \alpha \)-quantile, \( \xi_{\alpha[k]} \), assuming that the distributions \( F_i \) belong to a family of distributions which are \( \alpha \)-quantile tail-ordered with respect to \( G \), we propose the rule \( R_5 \): Select \( \pi_i \) if and only if
\[ (3.17) \quad T_{j,i} \geq \max_{1 \leq r < k} T_{j,r} - D, \quad j \leq (n+1)\alpha < j+1, \]

where \( T_{j,r} \) is the \( j \)th order statistic based on \( n \) independent observations from \( F \), and \( D > 0 \) is a constant to be determined so as to satisfy the \( P^* \)-requirement. We now state and prove a theorem, which helps us to determine \( D \).

**Theorem 3.3.** If \( F_{[i]}(x) \geq F_{[k]}(x) \) for all \( x, i = 1, 2, \ldots, k, \) and \( F_{[i]} \preceq G \), then

\[ (3.18) \quad \inf_{\Omega'} (CS|R) = \int_{-\infty}^{\infty} G_j^{-1}(t+D) \, dG_j(t), \]

where \( G_j \) is the cdf of the \( j \)th order statistic based on \( n \) independent observations from \( G \), and \( \Omega' \) is the space of all \( k \)-tuples \( (F_1, \ldots, F_k) \) satisfying the hypothesis of the theorem.

**Proof.** Since the stochastic ordering is preserved by the order statistics, we have

\[ (3.19) \quad P(CS\mid R_j) \geq P(X_{j,k} \geq \max_{1 \leq r < k} X_{j,r} - D), \]

where the \( X_{j,r} \) are independent and identically distributed having the same distribution as that of the \( j \)th order statistic based on \( n \) independent observations from \( F_{[k]} \), which is denoted by \( F_{j,k} \). Let \( U(x) \) be the cdf of \( X_{j,r} - \xi_{\alpha}[k] \) and \( \varphi(x) = G_j^{-1}U(x) - \eta_{\alpha} \). If we now set \( Y_{j,r} = \eta_{\alpha} = \varphi(X_{j,r} - \xi_{\alpha}[k]) \), it is easy to see that \( Y_{j,r} \) has the distribution \( G_j \). It is also easy to verify that \( \varphi(x) - x \) is nondecreasing in \( x \). Hence the event \([\varphi(\max_{1 \leq r < k} (X_{j,r} - \xi_{\alpha}[k])) \leq \varphi(X_{j,k} - \xi_{\alpha}[k]) \leq D] \) implies the event \([\max_{1 \leq r < k} (X_{j,r} - \xi_{\alpha}[k]) - (X_{j,k} - \xi_{\alpha}[k]) \leq D] \). Thus, we obtain
\[ \Pr(\max_{1 \leq r < k} (Y_{j,r} - \eta_{\alpha}) - (Y_{j,k} - \eta_{\alpha}) \leq D) \]
\[ \leq \Pr(\max_{1 \leq r < k} (X_{j,r} - \xi_{\alpha}[k]) - (X_{j,k} - \xi_{\alpha}[k]) \leq D). \]

From (3.19) and (3.20) we get
\[ \Pr(\mathcal{C} | R_S) \geq \Pr(Y_{j,k} \geq \max_{1 \leq r < k} Y_{j,r} - D). \]

This completes the proof of the theorem.

Thus the value of \( D = D(k, P^*, n, j) \) is determined by the equation
\[ \int_{-\infty}^{\infty} G_j^{k-1}(t+D) \, dG_j(t) = P^*. \]

Values of \( D \) are given in Table 1 for \( k = 2(1)10, n = 5(2)15 \) and \( P^* = 0.75, 0.90, 0.95 \) and 0.99 when \( G \) is chosen to be the logistic distribution \( G(x) = [1+e^{-x}]^{-1} \). In this case, \( F \prec G \) implies \( f(x+\xi_{\alpha}) \geq f(x+\xi_{\alpha})[1-F(x+\xi_{\alpha})] \) for all \( x \) on the support of \( F \), where \( \xi_{\alpha} \) is the \( \alpha \)-quantile of \( F \). A brief description of the computational methods used in the evaluation of the integral in (3.22) is given below.

Let \( u(t,D) = G_j^{k-1}(t+D) \, g_j(t) \) so that (3.22) becomes
\[ A(D) = \int_{-\infty}^{\infty} u(t,D) \, dt = P^*. \]

Splitting the region of integration into three parts, we write
\[ A(D) = \int_{-\infty}^{u_1} u(t,D) \, dt + \int_{u_1}^{u_2} u(t,D) \, dt + \int_{u_2}^{\infty} u(t,D) \, dt. \]

The numbers \( u_1 \) and \( u_2 \) are chosen such that \( |A_1(D)| \leq 10^{-13} \) and \( |A_3(D)| \leq 10^{-13} \) so that the total error in omitting the tail parts does
Table 1: D-values of procedure $R_k$ for selection of quantiles

<table>
<thead>
<tr>
<th>n</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.777</td>
<td>1.733</td>
<td>1.699</td>
<td>1.660</td>
<td>1.623</td>
<td>1.586</td>
<td>1.549</td>
<td>1.512</td>
<td>1.475</td>
<td>1.438</td>
</tr>
<tr>
<td>6</td>
<td>1.747</td>
<td>1.702</td>
<td>1.667</td>
<td>1.633</td>
<td>1.599</td>
<td>1.566</td>
<td>1.534</td>
<td>1.503</td>
<td>1.469</td>
<td>1.434</td>
</tr>
<tr>
<td>7</td>
<td>1.718</td>
<td>1.674</td>
<td>1.640</td>
<td>1.608</td>
<td>1.576</td>
<td>1.546</td>
<td>1.518</td>
<td>1.492</td>
<td>1.460</td>
<td>1.428</td>
</tr>
<tr>
<td>8</td>
<td>1.699</td>
<td>1.655</td>
<td>1.622</td>
<td>1.591</td>
<td>1.561</td>
<td>1.533</td>
<td>1.507</td>
<td>1.482</td>
<td>1.452</td>
<td>1.422</td>
</tr>
<tr>
<td>9</td>
<td>1.682</td>
<td>1.639</td>
<td>1.607</td>
<td>1.577</td>
<td>1.549</td>
<td>1.523</td>
<td>1.499</td>
<td>1.475</td>
<td>1.448</td>
<td>1.421</td>
</tr>
</tbody>
</table>

Each entry is the D-value satisfying $Pr(Y_{j,k} \geq D) = 0.75$ where $Y_{j,1}, Y_{j,2}, \ldots, Y_{j,k}$ are i.i.d. having the same distribution as the $j$th order statistic based on $n$ independent observations from the logistic distribution with density $e^{-Y}/(1+e^{-Y})^2$. 
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<table>
<thead>
<tr>
<th>n</th>
<th>j</th>
<th>k</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.16714</td>
<td>2.14555</td>
<td>1.91954</td>
<td>3.24123</td>
<td>3.35654</td>
<td>3.44282</td>
<td>3.51469</td>
<td>3.57554</td>
<td>3.67293</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5.82639</td>
<td>5.64539</td>
<td>5.27929</td>
<td>5.62725</td>
<td>5.74205</td>
<td>5.80335</td>
<td>5.86443</td>
<td>5.91962</td>
<td>5.97595</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.15347</td>
<td>2.27792</td>
<td>3.40357</td>
<td>2.57765</td>
<td>2.77345</td>
<td>2.90787</td>
<td>3.04786</td>
<td>3.19733</td>
<td>3.35885</td>
<td>3.52457</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.15714</td>
<td>2.17421</td>
<td>4.18485</td>
<td>3.77381</td>
<td>3.99512</td>
<td>4.17822</td>
<td>4.33293</td>
<td>4.46868</td>
<td>4.68439</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2.16634</td>
<td>2.17842</td>
<td>4.27782</td>
<td>4.41082</td>
<td>4.57955</td>
<td>4.70770</td>
<td>4.85372</td>
<td>5.00774</td>
<td>5.19205</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.17114</td>
<td>2.18222</td>
<td>4.29114</td>
<td>4.51012</td>
<td>4.70812</td>
<td>4.86212</td>
<td>5.01712</td>
<td>5.18612</td>
<td>5.37263</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Table 1 (cont'd.)*

| P* = 0.30 |

Each entry is the D-value satisfying \( Pr(Y_{jk} > x) \) = 0.30 where \( Y_{jk}, j=1, \ldots, k \) are i.i.d. having the same distribution as the jth order statistic based on independent observations from the logistic distribution with density \( e^{-x}/(1+e^{-x})^2 \).
<table>
<thead>
<tr>
<th>n</th>
<th>j</th>
<th>k</th>
<th>( \Pr(Y_{j,k} \geq \max Y_{i,k} \mid D = P^*) )</th>
<th>( P^* )</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>1.17064</td>
<td>3.62082</td>
<td>1.47344</td>
<td>3.08460</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.73212</td>
<td>2.54061</td>
<td>2.73369</td>
<td>2.03347</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.39646</td>
<td>3.83888</td>
<td>4.24199</td>
<td>4.52514</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.92552</td>
<td>2.47279</td>
<td>2.90747</td>
<td>2.21077</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.85752</td>
<td>2.11565</td>
<td>2.72734</td>
<td>2.03347</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.74055</td>
<td>2.47279</td>
<td>2.90747</td>
<td>2.21077</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.64622</td>
<td>2.47279</td>
<td>2.90747</td>
<td>2.21077</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.05111</td>
<td>2.34907</td>
<td>2.11735</td>
<td>2.67167</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.73596</td>
<td>0.97663</td>
<td>2.17777</td>
<td>2.22791</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.59988</td>
<td>3.14379</td>
<td>1.98648</td>
<td>2.47587</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.54553</td>
<td>3.14379</td>
<td>1.98648</td>
<td>2.47587</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.05111</td>
<td>2.34907</td>
<td>2.11735</td>
<td>2.67167</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.73596</td>
<td>0.97663</td>
<td>2.17777</td>
<td>2.22791</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.59988</td>
<td>3.14379</td>
<td>1.98648</td>
<td>2.47587</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.54553</td>
<td>3.14379</td>
<td>1.98648</td>
<td>2.47587</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.05111</td>
<td>2.34907</td>
<td>2.11735</td>
<td>2.67167</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.73596</td>
<td>0.97663</td>
<td>2.17777</td>
<td>2.22791</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.59988</td>
<td>3.14379</td>
<td>1.98648</td>
<td>2.47587</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.54553</td>
<td>3.14379</td>
<td>1.98648</td>
<td>2.47587</td>
</tr>
</tbody>
</table>

Each entry is the D-value based on the distribution of \( Y_{j,k} \)\( \mid D = P^* \) where \( Y_{j,k} \), \( Y_{j+1,k} \), \( Y_{j+2,k} \), \( \ldots \), \( Y_{j+k,k} \) are i.i.d. having the same distribution as the jth order statistic based on n independent observations from the logistic distribution with density \( e^{y-f(y)}(1+e^{-y})^3 \).
### Table 1 (cont'd.)

<table>
<thead>
<tr>
<th>n</th>
<th>j</th>
<th>k</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>4.517</td>
<td>5.216</td>
<td>5.466</td>
<td>5.636</td>
<td>5.478</td>
<td>5.745</td>
<td>5.832</td>
<td>5.901</td>
<td>5.959</td>
<td>6.110</td>
</tr>
<tr>
<td>2</td>
<td>2.975</td>
<td>2.327</td>
<td>2.327</td>
<td>2.341</td>
<td>2.343</td>
<td>2.306</td>
<td>2.263</td>
<td>2.259</td>
<td>2.258</td>
<td>2.254</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.261</td>
<td>2.331</td>
<td>2.331</td>
<td>2.343</td>
<td>2.344</td>
<td>2.308</td>
<td>2.265</td>
<td>2.260</td>
<td>2.259</td>
<td>2.258</td>
<td>2.258</td>
</tr>
<tr>
<td>2</td>
<td>2.261</td>
<td>2.331</td>
<td>2.331</td>
<td>2.343</td>
<td>2.344</td>
<td>2.308</td>
<td>2.265</td>
<td>2.260</td>
<td>2.259</td>
<td>2.258</td>
<td>2.258</td>
</tr>
</tbody>
</table>

Each entry is the $O$-value satisfying $Pr(Y_{j,k} = y_j) = P^*$ where $y_j$, $y_{j+1}$, ..., $y_{j+k}$ are i.i.d. having the same distribution as the $j$th order statistic based on $n$ independent observations from the logistic distribution with density $e^{-(y-x)}/(1+e^{-(y-x)})^2$.
not exceed $2 \cdot 10^{-13}$. This was always achieved for $u_1 > -35$ and $u_2 < 15$. For evaluating $A_2(D)$, the interval is subdivided into an even number of intervals of length $h = 0.125$ and Simpson's rule is used first with interval length $h$ and then $2h$ so as to yield the evaluations $B_h(D)$ and $B_{2h}(D)$, respectively. Now a corrected value, $I_h(D)$, is obtained by setting $I_h(D) = B_h(D) + \varepsilon_h(D)$, where $\varepsilon_h(D) = [B_h(D) - B_{2h}(D)]/15$. Then $|\varepsilon_h(D)|$ usually gives a good estimate of the error $|A_2(D) - I_h(D)|$ and in our computations $|\varepsilon_h(D)| \approx 10^{-10}$. Since the truncation error $\approx 2 \cdot 10^{-13}$, the total error $= |A(D) - I_h(D)| \approx 10^{-10}$.

Now, to solve for $D$ from (3.23), we use a modified secant method. Let $D_{i1}$ and $D_{i2}$ be two trial values at the stage $i$. Define

$$D_{i3} = D_{i1} - A(D_{i1}) [D_{i1} - D_{i2}]/[A(D_{i1}) - A(D_{i2})].$$

For the stage $i+1$, $D_{i3}$ replaces $D_{i1}$ if $|A(D_{i1}) - P^*| > |A(D_{i2}) - P^*|$ and replaces $D_{i2}$ otherwise. This process was continued until the stage $m$, where $m$ is the smallest positive integer for which either $|D_{m3} - D_{m1}| < 10^{-5}$ or $|D_{m3} - D_{m2}| < 10^{-5}$. $D_{m3}$ is taken as the solution of (3.23). It could be safely said that the table values are correct to five places of decimals.

It should be pointed out that Table 1 will be of interest in other problems such as testing of hypotheses based on order statistics from the logistic distribution. As one can see, the table value $D$ is the upper $100(1-P^*)$ percentage point of the distribution of $\max_{1 \leq r \leq k-1} Z_{r,k}Z_{r,k}$.
\[ (Y_{j,r} - Y_{j,k}) \text{, where } Y_{j,1}, \ldots, Y_{j,k} \text{ are i.i.d. having the distribution of the } j \text{th order statistic based on } n \text{ independent observations from the logistic distribution.} \]

We now discuss the asymptotic evaluation of the probability of a correct selection using the procedure \( R_5 \). We state and prove the following theorem.

**Theorem 3.4.** If \( F[k_0] \prec \prec G, F[k](G) \) has a differentiable density \( f[k](g) \) in a neighborhood of the \( \alpha \)-quantile \( \xi_{\alpha}[k](\eta_{\alpha}) \) and \( f[k](\xi_{\alpha}[k]) \not\equiv 0 \), then in our previous notation (see Theorem 3.3)

\[
\lim_{n \to \infty} \Pr \left( X_{j,k} \geq \max_{1 \leq r < k} X_{j,r} - D \right) \\
= \int_{-\infty}^{\infty} \phi^{-1}(x + D) f[k](\xi_{\alpha}[k]) (n/\alpha \bar{a})^{1/2} \, d\phi(x)
\]

(3.26)

\[
\geq \int_{-\infty}^{\infty} \phi^{-1}(x + D g(\eta_{\alpha}) (n/\alpha \bar{a})^{1/2}) \, d\phi(x),
\]

where \( j/n \to \alpha \text{ as } n \to \infty \), \( \bar{a} = 1-\alpha \) and \( \phi(*) \) is the cdf of the standard normal variate.

**Proof.**

\[
\Pr \left( X_{j,k} \geq \max_{1 \leq r < k} X_{j,r} - D \right)
\]

(3.27)

\[
= \Pr \left\{ (X_{j,k} - \xi_{\alpha}[k]) f[k](\xi_{\alpha}[k]) (n/\alpha \bar{a})^{1/2} \right\} \\
\geq \left[ \max_{1 \leq r < k} (X_{j,r} - \xi_{\alpha}[k]) - D \right] f[k](\xi_{\alpha}[k]) (n/\alpha \bar{a})^{1/2} \\
\geq \int_{-\infty}^{\infty} \phi^{-1}(x + D f[k](\xi_{\alpha}[k]) (n/\alpha \bar{a})^{1/2}) \, d\phi(x),
\]

since \( X_{j,k} \) is asymptotically normally distributed with mean \( \xi_{\alpha}[k] \) and variance \( \alpha \bar{a}/n f[k](\xi_{\alpha}[k])^2 \). (Note that \( a_n \prec b_n \) means...
\[
\lim_{n \to \infty} a_n / b_n = 1
\]

The second part of (3.26) follows from the fact that \( F[k] \preceq G \)
implies that \( f[k](\xi \alpha[k]) \geq g(\eta \alpha) \).

For \( G(x) = (1 + e^{-x})^{-1} \), \( g(\eta \alpha) = \alpha \). Thus, for evaluating approximate
value of \( D \), we set

\[
(3.28) \quad \int_{-\infty}^{\infty} \phi^{k-1}[x + D(n \alpha)\alpha^{-1/2}] \ d\phi(x) = P^*.
\]

The \( D \)-value satisfying (3.28) can be obtained from the tables of Gupta,
Nagel and Panchapakesan [55], who have tabulated \( H \)-value satisfying

\[
(3.29) \quad \int_{-\infty}^{\infty} \phi^{k-1}[(\rho \alpha^{-1/2} x + H)/(1-\rho)^{1/2}] \ d\phi(x) = P^*
\]

for selected values of \( k, \rho \) and \( P^* \). For \( \rho = 1/2 \), \( D = H(2/n \alpha)\alpha^{-1/2} \). The
exact and asymptotic values of \( D \) are given in Table 2 for \( n = 25, j = 8, \)
13, 18 and \( P^* = 0.90, 0.95 \).

3.5. A general partial order relation and related results. We
now define a general partial order relation through a class of real
valued functions. The star and the tail orderings can be obtained
as special cases. This general order relation also throws additional
light on a lemma of Gupta [49].

Let \( \mathcal{A} = \{h(x)\} \) be a class of real valued functions \( h(x) \) defined
on the real line. Let \( F \) and \( G \) be distributions on the real line such
that \( F(0) = G(0) \). We say that \( F \) is \( \mathcal{A} \)-ordered with respect to \( G \)
\( F \preceq G \) if \( G^{-1}F(h(x)) \geq h(G^{-1}F(x)) \) for all \( h \in \mathcal{A} \) and all \( x \) on the
support of \( F \). It is easy to verify that the order relation is reflexive and transitive. It can be seen immediately from the definition
Table 2. Exact (upper) and approximate (lower) values of D for n = 25.

\[
\begin{array}{cccccccccc}
  j & k & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
  \hline
  8 & 0.78743 & 0.95314 & 1.05532 & 1.11666 & 1.16214 & 1.19803 & 1.22755 & 1.25254 & 1.27415 & \\
    & 0.78540 & 0.96643 & 1.06233 & 1.12656 & 1.17430 & 1.21211 & 1.24330 & 1.26971 & 1.29257 & \\
  P* = 0.90 & 13 & 0.72315 & 0.89068 & 0.97981 & 1.03965 & 0.08430 & 1.11973 & 1.14898 & 1.17382 & 1.19537 & \\
    & 0.72498 & 0.89209 & 0.98061 & 1.03990 & 1.08397 & 1.11887 & 1.14766 & 1.17204 & 1.19314 & \\
  18 & 0.78749 & 0.97773 & 1.08046 & 1.15006 & 1.20236 & 1.24406 & 1.27865 & 1.30813 & 1.33379 & \\
  \hline
    & 1.00804 & 1.17436 & 1.26371 & 1.32389 & 1.36893 & 1.40472 & 1.43426 & 1.45938 & 1.48120 & \\
  P* = 0.95 & 13 & 0.92977 & 1.08443 & 1.16782 & 1.22421 & 1.26648 & 1.30014 & 1.32801 & 1.35173 & 1.37234 & \\
    & 0.93050 & 1.08402 & 1.16650 & 1.22205 & 1.26363 & 1.29666 & 1.32393 & 1.34712 & 1.36720 & \\
\end{array}
\]

The approximate values for j = 18 are same as those for j = 5.
that, if $\mathscr{A} = \{ax, a > 1\}$ and $F(0) = G(0) = 0$, we get the star-ordering. The tail-ordering is obtained by taking $\mathscr{A} = \{x+b, b \geq 0\}$ and $F(0) = G(0) = \frac{1}{2}$. We now prove a lemma which is useful in obtaining a lower bound on the probability of a correct selection using a general class of procedures described below.

**Lemma 3.2.** If $F \prec G$, then, for any positive integer $m$,

\begin{equation}
\int_{-\infty}^{\infty} F^n(h(x)) \ dF(x) \geq \int_{-\infty}^{\infty} G^n(h(x)) \ dG(x)
\end{equation}

for all $h \in \mathscr{A}$.

**Proof.** Let $X_1, X_2, \ldots, X_{m+1}, Y_1, Y_2, \ldots, Y_{m+1}$ be independent and identically distributed, each with distribution $F$ ($G$). Then, the left hand member of (3.30) is equal to

$$\Pr(h(X_{m+1}) \geq X_j, j = 1, \ldots, m)$$

$$\geq \Pr(\varphi(h(X_{m+1})) \geq \varphi(X_j), j = 1, \ldots, m), \text{ since } \varphi = G^{-1}F \text{ is nondecreasing}$$

$$\geq \Pr(h(\varphi(X_{m+1})) \geq \varphi(X_j), j = 1, \ldots, m), \text{ since } F \prec G,$$

$$= \Pr(h(Y_{m+1}) \geq Y_j, j = 1, \ldots, m), \text{ since } \varphi(X_i) = Y_i, i = 1, \ldots, m+1,$$

$$= \int_{-\infty}^{\infty} G^n(h(x)) \ dG(x).$$

**Remark.** In selection problems we will have $\Pr(h(X_{t+1}) \geq \max_{1 \leq j \leq t+1} X_j)$. In this case, the proof of the lemma is valid if we assume that $h(x) \geq x$ on the support of $F$.

Now, we wish to point out the relevance of a lemma of Gupta [49], which is stated below essentially in its original form.
Lemma 3.3. Let $X$ be a random variable having the distribution $F_*$. Let $h_b(x)$ be a class of functions and suppose there exists a distribution function $F$ such that $h_b(g_\lambda(x)) \geq g_\lambda(h_b(x))$ for all $\lambda$ and all $x$, where $g_\lambda(x)$ is defined by $F_*(g_\lambda(x)) = F(x)$ for all $x$. Then, for any $t > 0$,

$$(3.31) \quad \int F_*^t(h_b(x)) \ dF_*(x) \geq \int F_*^t(h_b(x)) \ dF(x).$$

Though this lemma was not stated in terms of a partial order relation, it can be seen that the hypothesis of the lemma amounts to saying $F_* \preceq F$, where $\succeq = \{h_b\}$. It should also be pointed out here that Lemma 3.2 can be proved for any $m > 0$ but we have restricted ourselves to a positive integer $m$ which is the case in selection problems.

Now we describe a selection problem for a family of $\succeq$-ordered distributions. Let $\pi_1, \pi_2, \ldots, \pi_k$ be $k$ populations and $F_i$ be the distribution function associated with $\pi_i$, $i = 1, 2, \ldots, k$. We assume that there is one among the $k$ populations, denoted by $F_{[k]}$, which is stochastically larger than any of the others. We also assume that $F_i \succeq G$, $i = 1, 2, \ldots, k$, where $G$ is a specified continuous distribution and $\succeq = \{h\}$ is a class of continuous distributions satisfying the properties stated in (2.1) for $F$ on the support of $G$. Let $T_i = T(X_{i1}, X_{i2}, \ldots, X_{in})$, $i = 1, 2, \ldots, k$, and $T = T(Y_1, Y_2, \ldots, Y_n)$ be statistics based on independent observations $X_{i1}, X_{i2}, \ldots, X_{in}$ from $F_i$, $i = 1, 2, \ldots, k$, and $Y_1, Y_2, \ldots, Y_n$ from $G$. It is assumed that the $T_i$ and $T$ preserve the stochastic and $\succeq$-ordering of the parent distributions. Then, for
selecting a subset containing \( F[k] \), we propose the selection rule \( R_6 \):

select \( \pi_i \), if and only if,

\[
(3.32) \quad h(T_i) \geq \max_{1 \leq r < k} T_r,
\]

where a function \( h \in \mathcal{H} \) is chosen so that the \( P^* \)-condition is satisfied.

**Theorem 3.5.** Let \( F_i(x) \geq F[k](x) \) and \( F_i \preceq \mathcal{H} G, i = 1, 2, \ldots, k. \) Then

\[
(3.33) \quad \inf_{\Omega} P(CS|R_6) = \int G_{T}^{K-1}(h(x)) \ d G_T(x),
\]

where \( G_T \) is the cdf of \( T. \)

**Proof.** Since the \( T_i \) preserve the stochastic ordering, we have

\[
(3.34) \quad P(CS|R_6) \geq \int F_{T[k]}^{K-1}(h(x)) \ d F_{T[k]}(x),
\]

where \( F_{T[k]}(x) \) is the cdf of the \( T_i \) from \( F[k]. \) The statement of the theorem follows immediately because of Lemma 3.3 and the \( \mathcal{H} \)-ordering property of the \( T_i \) and \( T. \)

In \( \S 2 \) we discussed the class of procedures \( R_h. \) A natural question that arises is how to choose a class \( \mathcal{H} \) for a particular selection problem. Of course, it should depend on any additional knowledge we may have about the family of distributions we are dealing with. In this context a partial answer is provided by the selection problem discussed above.

We now discuss some life testing problems and sampling plans for the IFR (DFR) distributions.
4. Life testing problems and results relating to restricted families of distributions. The life testing problems are closely related to reliability problems. They are not only relevant in problems concerning the length of life of items such as electronic components and ball bearings but also in biological problems concerning the life of individuals such as human beings. Hence such problems are relevant to both reliability and biometry.

Since the life test data are censored long before all items on test have actually failed, the need arose to develop new estimation and decision procedures based on such censored data. Methods of estimation and testing procedures based on order statistics naturally play an important role in this area for the obvious reason that the life test experiments yield observations which are ordered as they arise.

In the early investigations the underlying distribution for the life characteristic was assumed to be the one and the two parameter exponential [35], [36]. While such a model is very nice to handle mathematically and is surprisingly applicable in many situations where the failure rate can be assumed to be constant over the time span of interest, there are several circumstances under which the assumption of a constant failure rate becomes untenable. In some cases [45], [82], the normal and lognormal distributions have been used. Some of the other widely used life length models are the Weibull [69], gamma [24], and the extreme value distributions [43]. In the case of the Weibull distribution in its two-parameter form \( F(x) = 1 - \exp(-(x/\theta)^\beta), \ x > 0, \)
the failure rate is of the form $r(x) = A x^{\beta-1}$, where $A > 0$.

As one can immediately see, the Weibull distribution provides a desirable flexibility in describing a life length model, because, for different choices of $\beta$, we have a failure rate which is constant for $\beta = 1$, increasing for $\beta > 1$ and decreasing for $\beta < 1$. Considerable work has also been done under a quasi-parametric setup. Under such a setup the distribution, though not functionally known, is assumed to have an increasing (decreasing) failure rate or an increasing (decreasing) failure rate on the average. The use of the exponential model is still borne out by the fact that it serves as a "boundary" for the IFR and DFR distributions and hence is employed to obtain useful bounds. In this section we describe some of the important results relating to both parametric and quasi-parametric cases. The general literature on life testing has grown enormously and the reader is referred to the bibliographical information available in [27], [41] and [78].

4.1. Exponential model. The estimation problem for the life test data under the exponential model was first considered by Epstein and Sobel [35]. They considered what is now usually referred to as Type II censoring. A given number, $n$, of items are put on test and the experiment is terminated at the $r$th failure. In a subsequent paper [36], the same authors have obtained some theorems relevant to life testing under the two-parameter exponential model with density

$$f(x; \theta, A) = \begin{cases} 
\frac{1}{\theta} \exp\{-x/A\}/\theta, & x \geq A, \\
0, & \text{otherwise},
\end{cases}$$
where $0 > 0$ is unknown and $A \geq 0$. The parameter $\theta$ is the mean-time-between-failures and $A$ is usually referred to as the guarantee time. Let us denote the $r$ failure times by $X_{1,n} < X_{2,n} < \ldots < X_{r,n}$. Then, the maximum likelihood estimator of $\theta$, assuming $A$ to be known, is shown to be

\begin{equation}
\hat{\theta}_{r,n} = r^{-1} \{ \sum_{i=1}^{r} (X_{i,n} - A) + (n-r)(X_{r,n} - A) \}.
\end{equation}

Define

\begin{equation}
W_i = (n-i+1)(X_{i,n} - X_{i-1,n}), \quad i = 1, 2, \ldots, r,
\end{equation}

\begin{equation}
X_{0,n} = A,
\end{equation}

\begin{equation}
T = \sum_{i=1}^{r} (X_{i,n} - A) + (n-r)(X_{r,n} - A).
\end{equation}

The statistic $T$ is called the total life statistic. The most important results relating to the $W_i$ and $T$ are contained in the following theorem.

**Theorem 4.1.** For $1 \leq r \leq n$, the random variables $W_i$, $i = 1, 2, \ldots, r$, are independent and identically distributed with the density function in (4.1) with $A = 0$. Further, $2T/\theta$ has a chi-square distribution with $2r$ degrees of freedom.

Epstein and Sobel [36] have also obtained several theorems relevant to estimation for various cases. It should be pointed out that the distribution of $T$ readily allows one to construct confidence intervals and tests of significance for $\theta$. For these and other estimation problems the reader is referred, among others, to Epstein [32], [34], Bartholomew [18] and Epstein and Tsao [38]. In the subsequent sections, we discuss some acceptance sampling plans under parametric and quasi-parametric models.
4.2. Life test sampling plans: parametric case. For the exponential model with \( A = 0 \), Epstein [31] has discussed sampling plans to meet prescribed requirements on the producer's and consumer's risks. He considered life test data censored after a fixed number \( r \) of failures as well as data censored at time \( t = \min(X_{r,n}, T_0') \), where \( X_{r,n} \) is the time at which the \( r \)th failure occurs and \( T_0 \) is a pre-assigned time.

Suppose we put \( n \) units on life test and terminate at the \( r \)th failure. If \( \theta_o \) is the acceptable (high) mean life and \( \theta_1 \) is some specified unacceptable (low) mean life, then the lot is accepted or rejected according as \( \hat{\theta}_{r,n} > C \) or \( \hat{\theta}_{r,n} \leq C \), where \( \hat{\theta}_{r,n} \) is the maximum likelihood estimator in (4.2). It is required that the Operating Characteristic (OC) function \( L(\theta) \) satisfies

\[
L(\theta_o) = 1 - \alpha \quad \text{and} \quad L(\theta_1) \leq \beta.
\]

The constant \( C = (2r)^{-1} \theta_o \chi^2_{1-\alpha}(2r) \), where \( r \) is the smallest integer such that

\[
\chi^2_{1-\alpha}(2r)[\chi^2_{\alpha}(2r)]^{-1} \geq \theta_1 \theta_o^{-1}
\]

and \( \chi^2(m) \) is the upper 100\( \gamma \)% point of the chi-square distribution with \( m \) degrees of freedom.

On the other hand, if we consider terminating the experiment at time \( t = \min(X_{r,n}, T_0') \) as explained earlier, we accept or reject the lot according as \( t = T_0 \) or \( t < T_0 \). The results concerning this procedure were obtained by Epstein [31] and summarized by him later in [33]. For a pre-assigned \( T_o \), it is required to find \( r \) and \( n \) such that the OC-
function satisfies the conditions that \( L(θ_0) = 1-α \) and \( L(θ_1) \leq β \). It has been shown that the appropriate \( r \) is precisely the same \( r \) used in the first case, namely, the smallest integer such that (4.5) is true. A good approximation for \( n \), when \( θ_0 \geq 3T_0 \), is given by

\[
(4.6) \quad n = \left\lfloor r\left(1 - \exp\left(-C^{-1}T_0\right)\right)^{-1}\right\rfloor,
\]

where \( C = (2r)^{-1}θ_0^2 \chi^2_{1-α}(2r) \).

In the above cases, we can also use a replacement model in which the failed items are replaced by new ones. Necessary modifications in the results can be made in this case and these will not be discussed here. Also we do not discuss the sequential life tests in the exponential case studied by Epstein and Sobel [37].

Now we consider some sampling plans based on data censored at a pre-assigned time \( T \) obtained from a life distribution \( F \). Let \( θ \) denote a parameter of this distribution. It could be, for example, the mean or a given percentile. We consider any value \( θ \) to be acceptable if \( θ \geq θ_0 \), where \( θ_0 \) is some specified value. The sampling plan accepts the lot if the number of failures is less than or equal to an acceptance number, \( c \). Given the desired confidence level, \( P^* \), the parameter goal, \( θ_0 \), and the test time \( T \), we wish to determine the smallest \( n \) such that the consumer's risk in adopting the sampling plan \((n,c,T,θ_0,P^*)\) does not exceed \( 1-P^* \) whatever \( θ \) may be in the interval \([0,θ_0]\).

It should be noted that these life tests can be terminated prior to time \( T \) with the rejection as the result. In fact, we can terminate the experiment at the smaller of the two times \( T \) and \( T_{c+1} \), where \( T_{c+1} \)
is the time to the \((c+1)\)st failure. In this case, we accept the lot at the end of time \(T\) if and only if \(T_{c+1} > T\). Thus, letting \(L_n(p)\) denote the probability of acceptance when \(n\) items are put on test and letting \(p = F(t;\theta)\), we have

\[
L_n(p) = \sum_{i=0}^{c} \binom{n}{i} p^i (1-p)^{n-i}
\]

\[(4.7)\]

\[= 1 - I_p(c+1, n-c),\]

where \(I_p(c+1, n-c)\) is the incomplete beta function. If the family of distributions \(\{F(t;\theta)\}\) is stochastically increasing in \(\theta\), then \(F(t;\theta) \geq F(t;\theta_0)\) for \(\theta \leq \theta_0\). Since \(L_n(p)\) decreases in \(p\), in order to satisfy the requirement of the consumer's risk, we choose the smallest \(n\) such that

\[(4.8)\]

\[I_{p_0}(c+1, n-c) \geq P^*,\]

where \(p_0 = F(T;\theta_0)\).

The above procedure has been studied by Gupta and Groll [50] in the case of the two-parameter gamma distribution with density

\[(4.9)\]

\[f_r(t;\theta) = (\theta \Gamma(r))^{-1} \exp\{-t/\theta\} \frac{t^{r-1}}{\Gamma(r)},\]

\[0 < t < \infty, \theta > 0, r > 0.\]

In this case, since \(\theta\) is a scale parameter the acceptable quality is stipulated by specifying \(T/r\theta_0\) and we want the consumer's risk to be bounded by \(1-P^*\) for \(\theta \leq \theta_0\). However, \((4.8)\) is still valid. Gupta and Groll have tabulated the minimum sample size \(n\) satisfying \((4.8)\) for selected values of \(P^*, r, T/r\theta_0\) and \(c\). Similar acceptance procedures have been investigated by Gupta [45] for normal and lognormal
distributions. Our main interest is the quasi-parameter case which is described below.

4.3. **Life test sampling plans: distribution-free and quasi-parameter case.** In our discussion of sampling plans based on life test data we have so far assumed a complete knowledge of the functional form \( F(t; \theta) \) except for the specific value of the parameter \( \theta \). Now we consider truncated life test sampling plans investigated by Barlow and Gupta [5]. We first assume that, though the functional form of \( F(t; \theta) \) is not known, there are known bounds on \( F(t; \theta) \). To be specific, let us assume that \( F(t; \theta) \geq b(t; \theta) \) for \( t \geq 0 \) where \( b(t; \theta) \) is a known function, decreasing in \( \theta \). Since \( L_n(p) \) in (4.7) is a decreasing function of \( p \), we have

\[
L_n[F(T; \theta)] \leq L_n[b(T; \theta)] \leq L_n[b(T; \theta_o)]
\]

for \( \theta \leq \theta_o \). Thus the sampling plans of the type described in the parametric case are obtained by choosing the smallest positive integer \( n \) satisfying

\[
L_n[b(T, \theta_o)] \leq 1 - p^*,
\]

where \( c, \theta_o \) and \( T \) are fixed. If \( b(t; \theta) \) is a sharp bound on \( F(t; \theta) \), then it is nondecreasing in \( \theta \) since \( F(t; \theta) \) is nondecreasing in \( \theta \). If \( \theta \) is the mean, then \( b(t; \theta) = b(t/\theta; 1) \) since the mean is a scale parameter for a positive random variable. In this case, \( b(t; \theta) \) is decreasing in \( \theta \) and the consumer's risk is controlled for \( \theta \geq \theta_o \). A few known examples of the bound \( b(t; \theta) \) are given below.
Example 1. (Markov inequality). Let $\theta$ be the mean of a nonnegative random variable. Then

$$F(t; \theta) \geq b(t; \theta) = \begin{cases} 0, & t < \theta, \\ 1-\theta/t, & t \geq \theta. \end{cases}$$

(4.12)

A sampling plan based on Markov's inequality would afford protection over the class of all distributions on the positive axis. However, as one would expect, the bound is quite wide. Also we will need the test time $T$ to exceed the goal mean life.

Example 2. (Unimodal density). Suppose that the density $f$ of a nonnegative random variable is unimodal with unknown mode and first moment $\theta$. Then, we have from Barlow and Marshall [8]

$$F(t; \theta) \geq b(t; \theta) = \begin{cases} 0, & 0 \leq t \leq \theta, \\ 2-2\theta t^{-1}, & 0 \leq t \leq 3\theta/2, \\ 1-\theta(2t)^{-1}, & t \geq 3\theta/2. \end{cases}$$

(4.13)

As we can readily see, the bound in this case is a slight improvement over Example 1.

Example 3. (PF$_2$ density). Let $f$ be a PF$_2$ (Polya frequency of order 2) density with mean $\theta$. That is to say, $\log f(t; \theta)$ is concave in $t$ when $f(t; \theta) > 0$. In this case we have the following bound which has been tabulated by Barlow and Marshall [8].

$$F(t; \theta) \geq b(t; \theta) = \begin{cases} 0, & t \leq \theta, \\ 1-\sup_{m \geq t} (1-e^{-at})(1-e^{-mt})^{-1}, & t > \theta, \end{cases}$$

(4.14)

where $a$ is determined by
\[ \theta = (1-e^{-am})^{-1} \int_{m}^{\infty} ax e^{-ax} \, dx. \]

A sampling plan based on this bound would afford less protection than the IFR sampling plans discussed below because of the fact that a PF \(_2\) density \( f \) implies an IFR distribution \( F \) but not conversely.

**Sampling plans for the IFR and DFR distributions.** In discussing the sampling plans for the IFR and DFR distributions, we will consider the two cases, namely, (i) \( \theta = \mu_r \), the \( r \)th moment and (ii) \( \theta = \xi_a \), the \( a \)th quantile. First we discuss the IFR distributions.

Case (i): \( \theta = \mu_r \). It is known [10, p. 40] that

\[ 1 - F(t) \leq \frac{1}{e^{wt}} \frac{\mu_r^{1/r}}{t^{1/r}} \quad t > 0, \quad r > 0, \tag{4.15} \]

where \( w \) is uniquely determined by

\[ \mu_r = \frac{t}{\int_{0}^{t} e^{-wx} x^{r-1} \, dx}. \tag{4.16} \]

Hence, the \( n \) required in the sampling plan is the least positive integer which satisfies (4.8) with \( p_0 = b(T; \mu_{\tau_0}) \), where \( \mu_{\tau_0} \) denotes the desired \( r \)th moment. The solution of (4.8) depends on the fact that \( T^r \geq \mu_0 \). A special case of interest is that of the mean (\( r = 1 \)). In this case, (4.16) reduces to

\[ \mu_1 w = 1 - e^{-wt}. \tag{4.17} \]

The values of \( n \) are tabulated in this case by Barlow and Gupta [5] for \( T \mu_1^{-1} = 1.1(0.1) \, 2.0(0.2) \, 3.0 \), \( c = 0(1)10 \) and \( p^* = 0.90, 0.95 \). In all these cases, the table also gives the exact value of the consumer's risk.
Sobel and Tichendorff [90] have tables for the exponential case but their tables are for the ratios \( T/\nu_{10} \leq 1 \). However, some rough comparisons have shown that the IFR sampling plan would require a longer test time. The main difficulty with the IFR test plan lies not so much in its conservative nature as in the nature of the parameter chosen to represent quality, namely, the mean. Despite the great intuitive appeal, it appears that the mean life is not an appropriate parameter to represent its quality except in the exponential case. The quantiles are more appropriate in the case of IFR distributions.

**Case (ii):** \( \theta = \xi_\alpha \). In this case, we have

\[
    b(t; \xi_\alpha) = \begin{cases} 
        0 & , \quad t < \xi_\alpha , \\
        t/\xi_\alpha & , \quad 1-(1-\alpha) , \quad t \geq \xi_\alpha .
    \end{cases}
\]

The sample size required to insure a specified quantile life \( \xi_{\alpha_0} \) is given by the least \( n \) satisfying (4.8) with \( p_0 = b(T; \xi_{\alpha_0}) \). The minimum sample sizes have been tabulated by Barlow and Gupta [5] for \( \alpha = 0.1(0.1)0.9, \, T_{\xi_{\alpha}}^{-1} = 1.0(0.1)2.0(0.2)3.0, \, c = 0,1,2 \) and \( P^* = 0.90, 0.95 \). Since the bound in (4.18) is the exponential with \( \alpha \)th quantile \( \xi_\alpha \) when \( t \geq \xi_\alpha \), the sampling plans obtained for \( T \geq \xi_{\alpha_0} \) are the same as those for the exponential case. However, the exponential life test sampling plans can also be developed for \( T \leq \xi_{\alpha_0} \) which is not possible with the IFR assumption alone.

Similar sampling plans can be developed for the DFR distributions when \( \theta \) is either the mean or the \( \alpha \)th quantile. These are discussed by Barlow and Gupta [5] with tables for the quantile case. The
appropriate inequalities in these cases are given below.

When \( \theta = \mu_r \),

\[
\text{(4.19)} \quad b(t; \mu_r) = \begin{cases} 
1 - \exp(-t \lambda_r^{-1/r}), & t \leq r \lambda_r^{1/r}, \\
1 - r \lambda_r (et)^{-r}, & t > r \lambda_r^{1/r}, 
\end{cases}
\]

where \( \lambda_r = \mu_r \Gamma((r+1))^{-1} \). When \( \theta = \xi_\alpha \), we have

\[
\text{(4.20)} \quad b(t; \xi_\alpha) = \begin{cases} 
\frac{t}{\xi_\alpha}, & t \leq \xi_\alpha, \\
\alpha, & t > \xi_\alpha. 
\end{cases}
\]

In all the above cases, Barlow and Gupta have also given bounds on the OC function.

Barlow and Proschan [13] have investigated acceptance sampling plans in the IFR(DFR) case based on a censored sampling. To be specific, we assume that \( n \) items from an IFR population are placed on test and the testing is discontinued after the \( r \)th \((r < n)\) failure. There is no replacement of failed items. The acceptance sampling plan accepts the lot if and only if \( \hat{\theta}_{r,n} \geq (\theta_o) \), where \( \hat{\theta}_{r,n} \) is as defined in (4.2), \( \theta_o \) is the mean life goal and \( C(\theta_o) = \theta_o \chi^2_a(2r)/2r \). It is shown in [13] that

\[
\text{(4.21)} \quad P_F(\hat{\theta}_{r,n} \geq C(\theta_o) \mid \theta) \geq P_G(\hat{\theta}_{r,n} \geq C(\theta_o) \mid \theta)
\]

for \( \theta \geq \theta_o \chi^2_a(2r)/2(n-r+1) \), where \( G \) is exponential with mean \( \theta \).

Similar plans are considered for the case where we wish to establish that the \( q \)th quantile, \( \xi_q^0 \), exceeds some quantile life goal, \( \xi_q^0 \) with a Type I error \( \leq \alpha \). The decision rule proposed in [13] is to
accept the lot if and only if $\hat{\theta}_{r,n} \geq C'(\xi^0_q)$, where $C'(\xi^0_q) = \xi^0_q \chi^2_{\alpha}(2r)/[-2r \log(1-q)]$.

In using exponential life tests based on censored samples, it is shown in [13] how, depending on the objective chosen, either the producer or the consumer, but certainly not both simultaneously, can be protected within the class of IFR(DFR) distributions. Barlow and Proschan [13] have also discussed similar plans when the failed items are replaced.

5. Order statistics in multiple decision problems and reliability theory, and some important results for restricted families of distributions. In the discussion of selection and ranking problems in §§ 2 and 3 we saw that the procedure is usually defined in terms of the largest or the smallest order statistic. With more complex goals of selection problems, the procedure will depend on appropriate functions of the ordered observations. In some cases (not described in this paper) one may use a linear combination of order statistics. It could be a convex combination or a contrast. In selection problems relating to the quantiles of IFR or IFRA populations, the decision involves the sample quantiles. For a survey of some important results concerning order statistics and their role in problems of statistical inference the reader is referred to a recent paper of the authors [49].

As we pointed out earlier, the life testing problems involve order statistics. Moreover, they provide a natural area for the use of order statistics to a great advantage since the observations are ordered as
they arise. Estimation and testing problems involve the use of statistics based on ordered observations such as the total life statistic. Some estimation and testing problems relating to families with monotone failure rate have been discussed in §6 below.

Presently we survey some important results concerning order statistics from the restricted families of distributions. These results are mainly about linear combinations of order statistics from a distribution $F$ which is star-shaped or convex with respect to $G$ with special interest in the case of exponential $G$. We assume that $F$ and $G$ are absolutely continuous. Throughout this section, unless otherwise stated, $X_{1,n} \leq X_{2,n} \leq \ldots \leq X_{n,n}$ will denote order statistics based on $n$ independent observations from $F$ and $Y_{1,n} \leq Y_{2,n} \leq \ldots \leq Y_{n,n}$ will denote those from $G$. Unless the context needs more clarity, for the sake of notational convenience, we will leave out $n$ and write $X(i)$ and $Y(i)$ for $X_{i,n}$ and $Y_{i,n}$, respectively.

If we consider any linear combination $\sum_{i=1}^{r} a_i X(i)$, $1 \leq r \leq n$, it is easy to see that it can be written in the form $\sum_{i=1}^{r} \tilde{a}_i (X(i) - X(i-1))$, where $X(0) \equiv 0$ and $\tilde{a}_i = \sum_{j=1}^{i} a_j$. The successive differences $D_i = X(i) - X(i-1)$, $i=2, \ldots, n$, are called the spacings. A linear combination of order statistics is therefore a weighted sum of the spacings. The theory of spacings, in general, is an interesting area of research. The literature on spacings that had appeared prior to 1965 has been substantially surveyed by Pyke [85]. Some tests for increasing failure rate based on
spacings are discussed in §6. Some of the recent developments in the 
theory of spacings have been surveyed by Pyke [86], who has also set out 
some open problems in the asymptotic theory of spacings.

5.1. Inequalities for linear combinations of order statistics from 
F star-shaped with respect to G. The important results summarized here 
are due to Barlow and Proschan [11].

Theorem 5.1. Let \( F \preceq G \).

(i) Suppose there exists \( k, 1 \leq k \leq n \), such that \( 0 \leq \tilde{\alpha}_1 \leq \tilde{\alpha}_2 \leq \ldots \leq \tilde{\alpha}_k \leq 1 \), and when \( k < n \), \( \tilde{\alpha}_{k+1} = \ldots = \tilde{\alpha}_n = 0 \). Then

\[
F\left( \sum_{i=1}^{n} a_i X_{(i)} \right) \leq G\left( \sum_{i=1}^{n} a_i Y_{(i)} \right).
\]

(ii) Suppose \( a_i > 0 \) for \( i = 1, 2, \ldots, n \) and \( a_n > 1 \). Then

\[
F\left( \sum_{i=1}^{n} a_i X_{(i)} \right) \geq G\left( \sum_{i=1}^{n} a_i Y_{(i)} \right).
\]

In (5.1) and (5.2), "st" indicates stochastic inequalities. The 
above results are useful in obtaining conservative lower and upper 
tolerance limits, respectively (see Barlow and Proschan [12]). The 
following theorem relates to the expected values of the order statistcs.

Theorem 5.2. Let \( F \preceq G \). Then \( \mathbb{E} X_{i,n}/\mathbb{E} Y_{i,n} \) is (i) decreasing in 
\( i \), (ii) increasing in \( n \), and (iii) \( \mathbb{E} X_{n-i,n}/\mathbb{E} Y_{n-i,n} \) is decreasing in \( n \).

If \( F \) is an IFRA distribution (that is, \( G \) is exponential), we can 
see from the above theorem that \( \mathbb{E} X_{i,n}/\sum_{j=1}^{n-j+1} (n-j+1)^{-1} \) is decreasing in \( i \) 
and increasing in \( n \). The theorem also provides bounds on \( \mathbb{E} X_{i,n} \). If \( \theta \) 
is the common mean of \( F \) and \( G \), it is easy to show that
(5.3) \[ \theta E Y_{i,n}/E Y_{i,i} \leq E X_{i,n} \leq \theta E Y_{i,n}/E Y_{i,n-i+1}. \]

In order to state a few other interesting results, we need the following definitions.

**Definition 5.1.** A sequence \( a = (a_1, \ldots, a_n) \) is said to majorize a sequence \( b = (b_1, \ldots, b_n) \) (written \( a > b \)), if \( a_1 \geq a_2 \geq \cdots \geq a_n \), \( b_1 \geq \cdots \geq b_n \), and \( \sum_{i=1}^{r} a_i > \sum_{i=1}^{r} b_i \) for \( r = 1, 2, \ldots, n-1 \), while \( \sum_{i=1}^{n} a_i = \sum_{i=1}^{n} b_i \).

The above definition is according to Beckenbach and Bellman [21] and differs slightly from that of Hardy, Littlewood and Pólya [67].

**Definition 5.2.** If a differentiable function \( H(z_1, \ldots, z_n) \) satisfies \( (z_i-z_j)(\frac{\partial H}{\partial z_i} - \frac{\partial H}{\partial z_j}) > 0 \) for all \( z, i, j \), then \( H \) is said to satisfy the **Schur condition**.

**Theorem 5.3.** Let \( F \) and \( G \) have a common mean \( \theta \), and \( F \leq G \). Then

(i) \[ \frac{\sum_{i=1}^{r} E Y_{i}(i)}{\sum_{i=1}^{r} E X_{i}(i)} \]

and

\[ \frac{\sum_{i=1}^{r} (n-i+1) E(Y_{i}(i)-Y_{i-1}(i))}{\sum_{i=1}^{r} (n-i+1) E(X_{i}(i)-X_{i-1}(i))} \]

are increasing in \( r, 1 \leq r \leq n \);

(ii) \( (E Y_{n}(n), E Y_{n-1}(n), \ldots, E Y_{1}(1)) > (E X_{n}(n), E X_{n-1}(n), \ldots, E X_{1}(1)) \)

and

\[ \sum_{i=1}^{r} (n-i+1) E(X_{i}(i)-X_{i-1}(i)) \geq \sum_{i=1}^{r} (n-i+1) E(Y_{i}(i)-Y_{i-1}(i)) \]

for \( 1 \leq r \leq n \);
(iii) $H(E Y_{(n)}, E Y_{(n-1)}, \ldots, E Y_{(1)}) \geq H(E X_{(n)}, E X_{(n-1)}, \ldots, E X_{(1)})$, if $H$ is a Schur function;

(iv) $\sum_{i=1}^{n} a_i(n-i+1) E(X_{(i)} - X_{(i-1)}) \geq \sum_{i=1}^{n} a_i(n-i+1) E(Y_{(i)} - Y_{(i-1)})$,

if $a_1 \geq a_2 \geq \ldots \geq a_n$.

When $F$ is IFRA (DFRA), part (i) of the above theorem means that $E \theta_{r,n}$ is decreasing (increasing) in $r$ so that $E \hat{\theta}_{r,n} \geq (\leq) \theta$, where $\hat{\theta}_{r,n} = r^{-1} T_{r,n}$ and

$$T_{r,n} = \sum_{i=1}^{r} (n-i+1)(X_{i,n} - X_{i-1,n})$$

is the total life statistic defined in (4.3) with $A = 0$. Also, part (iv) yields

$$\sum_{i=1}^{n} a_i(n-i+1) E(X_{(i)} - X_{(i-1)}) \leq (\geq) \sum_{i=1}^{n} a_i,$$

if $a_1 \geq a_2 \geq \ldots \geq a_n$.

Further, if $F$ is IFRA with mean $\theta$, the result (5.3) on bounds for expectation reduces to

$$\theta \sum_{j=1}^{i} (n-j+1)^{-1} / \sum_{j=1}^{i} j^{-1} \leq E X_{i,n} \leq n \theta \sum_{j=1}^{i} (n-j+1)^{-1}, \quad 1 \leq i < n,$$

and

$$\theta \leq E X_{n,n} \leq \theta \sum_{j=1}^{n} j^{-1}.$$

The above bounds are non-trivial but only sharp for $i = 1$ or $i = n$. On the other hand, if $F$ is DFRA with mean $\theta$, the following bounds can be obtained using Theorem 5.2.
\[ 0 \leq E X_{1,n} \leq \theta/n, \]
\[ 0 \leq E X_{i,n} \leq i \theta \sum_{j=1}^{i} (n-j+1)^{-1} \sum_{j=1}^{i} j^{-1}, \quad 1 \leq i \leq n, \]
\[ \sum_{j=1}^{n} j^{-1} \leq E X_{n,n} \leq n\theta. \]

All lower bounds in (5.8) are sharp. The upper bound is sharp when \( i = 1 \) and \( i = n \).

Let \( \bar{X} = n^{-1} \sum_{i=1}^{n} X_{i,n} \) and \( \bar{Y} = n^{-1} \sum_{i=1}^{n} Y_{i,n} \). We define \((U_{1}, \ldots, U_{n})\)

\(< (V_{1}, \ldots, V_{n})\) to mean \( \sum_{i=1}^{n} U_{i} \leq \sum_{i=1}^{n} V_{i} \) for \( j = 1, 2, \ldots, n-1 \), while

\[ \sum_{i=1}^{n} U_{i} = \sum_{i=1}^{n} V_{i} \].

We state below a theorem due to Marshall, Olkin and Proshan [75].

**Theorem 5.4.** Let \( F \leq G \). Then

(i) \( (X_{(n)}/n \bar{X}, \ldots, X_{(1)}/n \bar{X}) \leq (Y_{(n)}/n \bar{Y}, \ldots, Y_{(1)}/n \bar{Y}) \);

(ii) \( H(X_{(n)}/n \bar{X}, \ldots, X_{(1)}/n \bar{X}) \leq H(Y_{(n)}/n \bar{Y}, \ldots, Y_{(1)}/n \bar{Y}) \),

if \( H \) is a Schur function;

(iii) \( \sum_{i=1}^{r} (n-i+1)(X_{(i)}-X_{(i-1)})/\bar{X} \geq \sum_{i=1}^{r} (n-i+1)(Y_{(i)}-Y_{(i-1)})/\bar{Y} \);

(iv) \( n^{-1} \sum_{i=1}^{n} X_{(i)}^{2}/\bar{X} \leq n^{-1} \sum_{i=1}^{n} Y_{(i)}^{2}/\bar{Y} \);

(v) if, in addition, \( a_{1} \geq \ldots \geq a_{n} \), then

\[ \sum_{i=1}^{n} a_{i} X_{(i)}/\bar{X} \geq \sum_{i=1}^{n} a_{i} Y_{(i)}/\bar{Y} \]

and

\[ \sum_{i=1}^{n} a_{i}(n-i+1)(X_{(i)}-X_{(i-1)})/\bar{X} \geq \sum_{i=1}^{n} a_{i}(n-i+1)(Y_{(i)}-Y_{(i-1)})/\bar{Y}. \]

In the case of an IFRA (DFRA) distribution \( F \), we obtain from part (iii) of the theorem.
\[(5.9) \quad \hat{\theta}_{r,n}(X)/\bar{X} \geq (\text{st}) \quad \hat{\theta}_{r,n}(Y)/\bar{Y} \quad \text{st} \]

Let us consider a life test with \( n \) items on test where successive failures are observed until a pre-assigned time \( t_0 \). For this sample, define
\[(5.10) \quad V(t_0) = \sum_{i=1}^{r} X_{i,n} + (n-r)t_0,\]
where \( r \) denotes the number of observations \( \leq t_0 \). As we can see, \( V(t_0) \) denotes the total time on test up to time \( t_0 \). This statistic has been studied by Epstein and Sobel [37]. For \( F \) starshaped with respect to \( G \), we have the following theorem concerning the total time on test due to Barlow and Proschan [11].

**Theorem 5.5.** Let \( F \preceq G \) with a common mean \( \theta \). Then
\[(5.11) \quad E[\sum_{i=1}^{r} X_{i,n} + (n-r)t_0] \geq E[\sum_{i=1}^{s} Y_{i,n} + (n-s)t_0],\]
where \( r(s) \) denotes the number of \( X \) (\( Y \)) observations \( \leq t_0 \).

When \( F \) is an IFRA distribution with a known mean, we can use (5.11) to obtain a lower bound on the expected total time on test in truncated sampling from \( F \).

5.2. Inequalities in the case of \( F \) convex with respect to \( G \). In this part, we consider pairs of distributions \( F \) and \( G \) such that \( F \preceq G \). We give a few results due again to Barlow and Proschan [11].

**Theorem 5.6.** Let \( F \preceq G \) and \( F(0) = G(0) = 0 \). Then the following statements are true.

(i) **Suppose** \( 0 < \bar{A}_i < 1 \) **for** \( i = 1, 2, \ldots, n \). **Then**
\[ (5.12) \quad F\left( \sum_{i=1}^{n} a_i X(i) \right) \leq G\left( \sum_{i=1}^{n} a_i Y(i) \right). \]

(ii) Suppose there exists a \( k \), \( 0 < k < n \), such that \( \bar{a}_i > 1 \), \( i = 1, 2, \ldots, k \) and for \( k < n \), \( \bar{a}_i < 0 \), \( i = k+1, \ldots, n \). Then

\[ (5.13) \quad F\left( \sum_{i=1}^{n} a_i X(i) \right) \geq G\left( \sum_{i=1}^{n} a_i Y(i) \right). \]

(iii) Let \( F \) and \( G \) have a common mean \( \theta \) and \( \bar{a}_i > 1 \), \( i = 1, 2, \ldots, r \).

Then

\[ (5.14) \quad P_F\left[ \sum_{i=1}^{r} \bar{a}_i (X(i) - X(i-1)) \geq x \right] \geq P_G\left[ \sum_{i=1}^{r} \bar{a}_i (Y(i) - Y(i-1)) \geq x \right] \]

for \( x \leq \theta \) min \( (\bar{a}_1, \ldots, \bar{a}_r) \).

(iv) Let \( a_i > 0 \) for \( i = 1, 2, \ldots, n \), and \( \sum_{i=1}^{n} a_i < 1 \). Then

\[ (5.15) \quad F\left( \sum_{i=1}^{n} a_i X(i) \right) \leq G\left( \sum_{i=1}^{n} a_i Y(i) \right). \]

One can use (5.12) and (5.13) to obtain conservative lower and upper tolerance limits for distributions \( F \) for which \( G^{-1}F \) is convex [12]. In the cases of IFR and DFR distributions, we have additional results concerning the total time on test.

Theorem 5.7. Let \( F \) be IFR (DFR) and \( F(0^-) = 0 \). Then the total life statistic \( T_{r,n} \) defined in (5.4) is stochastically increasing (decreasing) in \( n > r \).

Another result concerning IFR distribution can be readily obtained from (5.14) by setting \( \bar{a}_i = n-i+1 \), \( i = 1, 2, \ldots, r \). This gives the following corollary.

Corollary 5.7.1. Let \( F \) be IFR with mean \( \theta \) and \( G(t) = 1 - e^{-t/\theta} \).

Then
(5.16) \[ P_F(T_{r,n}(X) > x) \geq P_G(T_{r,n}(Y) > x), \quad x \leq (n-r+1)\theta, \]

where \( T_{r,n}(X) \) denotes the total life statistic using \( X \) observations.

Sharp bounds on expected values of order statistics from an IFR distribution can be given in terms of the \( p \)th percentile. A result in this direction is given below.

**Theorem 5.8.** Let \( F \) be IFR with \( p \)th percentile \( \xi_p \). Then, for \( 1 \leq j \leq n \)

(5.17) \[ E X(j) \leq \max\{\xi_p, \frac{p}{-\log q} \left( \frac{1}{n} + \ldots + \frac{1}{n-j+1} \right) \}, \]

and

(5.18) \[ E X(j) \geq \sum_{i=0}^{j-1} \binom{n}{i} \int_0^1 (1-g(x))^i g(x)^n \, dx, \]

where \( q = 1-p \) and \( g(x) = \exp(\xi_p^{-1} x \log q) \).

5.3. Properties preserved in taking order statistics from IFR (DFR) distributions. Now we point out some differences in the behavior of order statistics and the spacings between IFR and DFR distributions.

For an IFR distribution, while the order statistics also have an IFR distribution [10, pp. 38-39], the same is not true for the spacings.

In the case of a DFR distribution, it has been shown in [10] that the order statistics are not necessarily DFR, whereas the spacings are. A stronger property than IFR is that the distribution \( F \) has a density \( f \) such that \( \log f(x) \) is concave where finite. In this case we say that \( f \) is a Pólya frequency of order 2 (PF_2). Barlow and Proschan [11] have proved the following theorem.

**Theorem 5.9.** Suppose \( f \) is PF_2 with \( f(x) \) not necessarily zero for
x < 0. Let $f_{in}$ denote the density of $X_{i,n}$ and $h_i$ denote that of the spacing $X_{i,n}-X_{i-1,n}$, $i = 2, \ldots, n$. Then

(i) $f_{in}$ is PF$_2$ for $i = 1, \ldots, n$;
(ii) $h_i$ is PF$_2$ for $i = 2, \ldots, n$;
(iii) $h_1$ is PF$_2$, if $f(x) = 0$ for $x < 0$, where $h_1$ is the density of $X_{1,n}$.

The fact that the order statistics preserve the IFR property has a physical meaning. If we consider a so-called k-out-of-n structure consisting of n identical components each having an IFR failure distribution, then the life of the structure corresponds to the kth order statistic and hence is also IFR.

Besides these properties relating to order statistics, there are other interesting basic properties of IFR and DFR distributions which are useful in many situations. For example, the IFR property is preserved under convolution where as the DFR property is not. This would mean that a system consisting of a single IFR unit supported by n-1 spares will have the IFR property. These and other properties can be found in the monograph by Barlow and Proschan [10].

6. Some estimation and testing problems for restricted families of distributions. In this section we describe briefly some of the estimation problems and tests of hypotheses concerning mainly distributions with monotone failure rate. We will not deal with these very elaborately here. Our purpose is to include some of the important problems for the sake of completeness of our survey. The details and other references can be obtained from the recent book by Barlow et
al [2].

6.1. Estimation for distributions with monotone failure rate. If $F$ is the life distribution of an item which is subject to wear-out, the shape of the failure rate function often suggests when to take appropriate maintenance actions. So the estimation of the failure rate function from a sample of $n$ independent identically distributed lifetimes is of practical interest. Experience indicates that, in many situations, the failure rate function could be just monotone or U shaped. We consider here the monotone failure rate functions. The U shaped case can be handled by modifying the monotonic estimators, see for example Bray, Crawford and Proschan [25].

Let $F$ be an unknown distribution in the class $\mathcal{F}$ of IFR distributions with support contained in $[0, \infty)$. We say that $F \in \mathcal{F}$ if $-\log[1-F(x)]$ is convex on the support (i.e., the points of increase) of $F$, an interval contained in $[0, \infty)$. It can be shown [10, p.26] that $F$ is absolutely continuous except for the possibility of a jump at the right hand endpoint of its support.

We wish to obtain a maximum likelihood estimator (MLE) of the failure rate function $r(x) = f(x)[1-F(x)]^{-1}$ which is well-defined for $F(x) < 1$. For convenience, if $F$ is IFR, we define $r(x) = \infty$ for all $x$ such that $F(x) = 1$. It is not possible to obtain an MLE for $F \in \mathcal{F}$ by directly maximizing $\prod_{i=1}^{n} f(X_{i,n})$ because $f(X_{n,n})$ can be chosen arbitrarily large. To get over this difficulty we adopt the approach of Grenander [42], who first obtained supremum of the likelihood
function over the subclass $\mathcal{F}^M$ of distributions $F \in \mathcal{F}$ whose failure rate functions are bounded by $M$. Using the fact that for any distribution $F$ and any $x$ for which $r$ is finite on $[0, x)$

\[(6.1) \quad 1 - F(x) = \exp[- \int_0^x r(u) \, du],\]

we can write the log likelihood $L = L(F)$ for $F \in \mathcal{F}^M$ in the form

\[(6.2) \quad L = \sum_{i=1}^{n} \log r(X_{i,n}) - \sum_{i=1}^{n} \int_0^{X_{i,n}} r(u) \, du.\]

Suppose $F \in \mathcal{F}^M$ has failure rate $r$ and let $F^*$ be the distribution with failure rate

\[(6.3) \quad r^*(x) = \begin{cases} r(X_{i,n}) & \text{if } X_{i,n} \leq x < X_{i+1,n}, \quad i = 1, \ldots, n-1, \\ r(X_{n,n}) & \text{if } x \geq X_{n,n}. \end{cases}\]

Then it is easy to see that $L(F) \leq L(F^*)$. This shows that the MLE for $r$ is a step function and that $L$ may be replaced by the function

\[(6.4) \quad \sum_{i=1}^{n} \log r(X_{i,n}) - \sum_{i=1}^{n-1} (n-i)(X_{i+1,n} - X_{i,n}) r(X_{i,n}).\]

So the problem reduces to maximizing (6.4) subject to $r_1 \leq r_2 \leq \ldots \leq r_n \leq M$, where $r_i = r(X_{i,n})$, $i = 1, \ldots, n$. It has been shown by Marshall and Proschan [76] that the solution is given by

\[(6.5) \quad \hat{r}_n^M(x) = \begin{cases} \hat{r}_i & \text{if } X_{i-1,n} \leq x < X_{i,n}, \quad i = 2, \ldots, n, \\ M & \text{if } x \geq X_{n,n}, \end{cases}\]

where
\[ \hat{r}_i = \hat{r}_n(X_i, n) = \min_{1 \leq i \leq n-1} \max_{1 \leq s \leq i \leq t \leq n-1} \frac{t - s + 1}{\sum_{j=s}^{t} (n-j)(X_{j+1}, n - X_{j}, n)} \]

and it is assumed that \( M > \max_{1 \leq i \leq n-1} [(n-i)(X_{i+1}, n - X_{i}, n)]^{-1} \). Now the MLE is obtained by letting \( M \to \infty \), so that \( \hat{r}_n(x) = +\infty \) for \( x \geq X_{n}, n \).

The solution in (6.5) can be obtained elegantly in the general context of isotonic regression explained in [2]. It should also be pointed out that (6.5) is different in form from the one given in [42] but is equivalent to it. The following strong consistency theorem has been proved by Marshall and Proschan [76].

**Theorem 6.1.** If \( F \) is IFR, then for every \( x_0 \),

\[ r(x^-_0) \leq \lim_{n \to \infty} \hat{r}_n(x_0) \leq \lim_{n \to \infty} \hat{r}_n(x^+_0) \leq r(x^+_0) \]

with probability one.

The above theorem leads to the following corollary.

**Corollary 6.1.1.** If \( r \) is increasing and continuous on \([a, b]\), then for \( t \in [a, b] \)

\[ \lim_{n \to \infty} |\hat{r}_n(t) - r(t)| = 0 \]

with probability one.

Now, the MLE of the distribution function \( F \) is given by

\[ \hat{F}_n(x) = 1 - \exp[- \int_{-\infty}^{x} \hat{r}_n(u) \, du] \]

and if \( r \) is continuous, the strong consistency of \( \hat{F}_n \) follows as an almost immediate consequence of Theorem 6.1.

An interesting and useful fact is that (6.6) can be expressed
in the form

\[ r_n(X_{i,n}) = \min_{t \geq i+1} \max_{s \leq i} \frac{F_n(X_{t,n}) - F_n(X_{s,n})}{H^{-1}_n[F_n(X_{t,n})] - H^{-1}_n[F_n(X_{s,n})]}, \]

where

\[ H^{-1}_n\left(\frac{X_{i,n}}{n}\right) = \int_0^{X_{i,n}} [1 - F_n(u)] \, du \]

and \( F_n \) denotes the empirical distribution. The right hand member of (6.11) is equal to \( n^{-1} T_{n,i} \), where

\[ T_{n,i} = \sum_{j=1}^{i} (n-j+1)(X_{j,n} - X_{j-1,n}), \]

is the total time on test up to the \( i \)th observation defined in (4.3). The total time on test transformation first appeared in [76] but was not made use of by the authors. The role of the transformation in the proof of the consistency of the MLE can be seen in [2].

The asymptotic distribution of the MLE of \( r \) has been obtained by Prakasa Rao [83], whose approach is to reduce the estimation problem to that of a Wiener process and use convergence theorems for stochastic processes. His result is given below.

**Theorem 6.2.** Let \( F \) be IFR with failure rate \( r \). Let \( \xi \) be such that \( 0 < F(\xi) < 1 \). Further suppose that \( r \) is differentiable at \( \xi \) with non-zero derivative and \( r(\xi) > 0 \). Let \( \hat{r}_n(\xi) \) denote the MLE of \( r(\xi) \) based on \( n \) independent observations. Then the asymptotic distribution of

\[ \left[ \frac{2n r^4(\xi) f(\xi)}{r'(\xi)} \right]^{1/3} \left[ \frac{1}{\hat{r}_n(\xi)} - \frac{1}{r(\xi)} \right] \]

has density \( \frac{1}{2} \psi(x/2) \) where \( \psi \) is the density of the minimum value of
$W(t) + t^2$ and $W(t)$ is a two-sided Wiener-Levy process with mean 0, variance 1 per unit $t$ and $W(0) = 0$.

In the case of a DFR distribution $F$ (i.e., $\log [1-F(x)]$ is convex on the support of $F$, an interval of the form $[a, \infty)$), the distribution is absolutely continuous except for a jump at $a$. Suppose $a$ is known and $X_{1,n} = \ldots = X_{k,n} < X_{k+1,n} < \ldots < X_{n,n}$. If $k = 0$, we define $X_{0,n} = a$. It can be shown that the MLE is

$$\hat{r}_n(x) = \frac{k}{n}, \quad x = a,$$

$$\hat{r}_n(X_{i,n}) = \hat{r}_n(X_{i-1,n}, X_{i-1,n} < x \leq X_{i,n}, \ i = k+1, \ldots, n,$$

where

$$\hat{r}_n(X_{i,n}) = \max_{t \geq 1} \min_{s \leq i-1} (t-s)[T_{n,t} - T_{n,s}]^{-1}$$

and $T_{n,i}$ is as defined in (6.12). Contrary to the IFR case, this DFR estimator is not unique; it is determined by the likelihood equation only for $x \leq X_{n,n}$, and may be extended beyond $X_{n,n}$ in any manner that preserves the DFR property. In this case, the statement of Theorem 6.2 is valid with DFR and $-r'(x)$ substituted for IFR and $r'(x)$, respectively. When $a$ is unknown, it is shown in [76] that MLE is found among the DFR distributions with support $[X_{i,n}, \infty)$ and thus the problem reduces to the case of known $a$. The relatively slow rate of convergence indicated by (6.13) prompted Barlow and van Zwet [16], [17] to consider the so-called window estimators for the generalized failure rate function discussed below.

As we have pointed out earlier in §3, if $F$ is IFR, then $F \subset G$, where $G(x) = 1 - e^{-x}$, $x \geq 0$. Since, in this case, $G^{-1}F(x) = -\log[1-F(x)]$, 72
the failure rate function \( r(x) \) can be written as

\[
(6.16) \quad r(x) = (d/dx) G^{-1}F(x) = f(x)/g[G^{-1}F(x)],
\]

where \( g \) is the density of \( G \). This idea is used to define the **generalized failure rate function** for any general \( G \) by the relation (6.16).

Let \( \mathcal{F} \) be the class of absolutely continuous distribution functions \( F \) on \((0,\infty)\) (here \( F(0) \) need not be 0) with positive and right (or left) continuous density \( f \) on the interval where \( 0 < F < 1 \). \( F^{-1}(0) \) and \( F^{-1}(1) \) are taken to be equal to the left and right hand endpoints of the support of \( F \). We consider \( F < G \), where \( F, G \in \mathcal{F} \) and \( G \) is specified.

Let \( X_{1,n} < X_{2,n} < \ldots < X_{n,n} \) denote an ordered sample from \( F \). For each \( n \), we define a grid on \((-\infty, \infty)\), namely, a finite or infinite sequence \( \ldots < t_{n,-1} < t_{n,0} < t_{n,1} < \ldots \). In each window \([t_{n,j}, t_{n,j+1})\) we choose a point \( x_{n,j} \) to which a non-negative weight \( w(x_{n,j}) \) is assigned. We start with an initial or basic estimator \( \hat{\rho}_n \) for \( r \), the generalized failure rate function. Here we take \( \hat{\rho}_n \) to be the naive estimator for \( r \) given by

\[
(6.17) \quad \hat{\rho}_n(x) = [gG^{-1}F_n(x_i)(t_{n,i+1}-t_{n,i})]^{-1}[F_n(t_{n,i+1})-F_n(t_{n,i})]
\]

for \( t_{n,1} < \ldots < t_{n,i+1} \), where \( F_n \) is the empirical distribution corresponding to our sample. We choose

\[
(6.18) \quad w(x_{n,j}) = gG^{-1}F_n(x_j)(t_{n,j+1}-t_{n,j}).
\]

Now, using \( \hat{\rho}_n \) and the weights \( w(x_{n,j}) \), we define

\[
(6.19) \quad \hat{r}_n(x) = \min_{s \geq i+1} \max_{r < i} \left[ \sum_{j=r}^{s-1} \hat{\rho}_n(x_{n,j})w(x_{n,j}) / \sum_{j=r}^{s-1} w(x_{n,j}) \right], \quad t_{n,i} < x < t_{n,i+1},
\]
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which is called the isotonic regression of \( \hat{\rho}_n \) with respect to the weights \( w(x_{n,j}) \). It should be noted that \( \hat{\rho}_n(x_{n,j}) \) is defined only if \( x_{1,n} \leq t_{n,j} < t_{n,j+1} \leq x_{n,n} \). This condition is always assumed in (6.19) though not explicitly stated. By choosing

\[
(6.20) \quad w(x_{n,j}) = gG^{-1}(x_{n,j})(t_{n,j+1} - t_{n,j}),
\]

we see that

\[
(6.21) \hat{r}_n(x) = \min_{s \geq i+1} \max_{r \leq i} \left[ \frac{1}{s-1} \sum_{j=r}^{s-1} (t_{n,j+1} - t_{n,j}) gG^{-1}(x_{n,j}) \right]^{-1}.
\]

Note that \( \hat{r}_n \) is a nondecreasing step function and that \( \hat{r}_n = \hat{\rho}_n \) whenever \( \hat{\rho}_n(x_{n,j}) \) is nondecreasing in \( j \).

If we consider the random grid \( t_{n,j} = x_{j,n}, \quad j = 1, \ldots, n \), determined by the order statistics, (6.21) reduces to

\[
(6.22) \hat{r}_n(x) = \min_{i+1 \leq s \leq n} \max_{1 \leq r \leq i} \left[ gG^{-1}(j/n)(X_{j+1,n} - X_{j,n}) \right]^{-1}
\]

for \( X_{i,n} \leq x < X_{i+1,n}, \quad i = 1, 2, \ldots, n-1 \). This is, in fact, the MLE when \( G \) is exponential. In this case

\[
n gG^{-1}(j/n)(X_{j+1,n} - X_{j,n}) = (n-j)(X_{j+1,n} - X_{j,n})
\]

which is the total time on test in the interval \( (X_{j,n}, X_{j+1,n}] \). For this reason the quantities \( gG^{-1}(j/n)(X_{j+1,n} - X_{j,n}) \) are called the total time on test weights for general \( G \).

For the grid consisting of order statistics, the estimator \( \hat{\rho}_n \) is not consistent. Under certain regularity conditions, it is shown by Barlow and van Zwet [16], [17] that \( \hat{r}_n \) is strongly consistent, provided the grid becomes "dense" in the support of \( F \) with probability 1 as \( n \to \infty \).
Their results on the associated asymptotic distributions are summarized in the following theorem.

Theorem 6.3. Let \( F, G \in \mathcal{F} \). Further assume

(a) the generalized failure rate \( r(x) \) is nondecreasing in \( x > 0 \);
(b) \( r \) is continuously differentiable and \( f'' \) exists in a neighborhood of \( x \);
(c) \( r'(x) > 0 \)
(d) \( t_{n,i+1} - t_{n,i} = cn^{-\alpha}, \ 0 < \alpha < 1 \).

Then, the following statements are true.

(A) If \( \frac{1}{5} < \alpha < \frac{1}{3}, \) then \( \left[ c f(x) \right]^{1/2} n^{(1-\alpha)/2} [r(x)]^{-1} \left[ r_n(x) - r(x) \right] \) is asymptotically \( N(0,1) \).

(B) If \( \frac{1}{7} < \alpha < \frac{1}{5}, \) then

\[
\left[ c f(x) \right]^{1/2} n^{(1-\alpha)/2} [r(x)]^{-1} \left[ r_n(x) - r(x) - c^2 n^{-2\alpha} f''(x) r(x) \right] \) \( 24f(x) \) \) is asymptotically \( N(0,1) \).

(C) If \( \frac{1}{3} < \alpha < 1 \), then \( \left[ 2nf(x)/r'(x)r^2(x) \right]^{1/3} \left[ r_n(x) - r(x) \right] \) has density \( \frac{1}{2} \psi(u/2) \), where \( \psi \) is the density of the minimum value of \( W(t) + t^2 \) and \( W(t) \) is a two-sided Wiener-Levy process with mean 0 and variance 1 per unit \( t \) and \( W(0) = 0 \).

The problem of optimal choice of window size for nonparametric estimators of the density and failure rate function have been investigated by Parzen [81], Watson and Leadbetter [93], and Weiss and Wolfowitz [94].

Isotonic estimators for star-ordered families of distributions have been proposed and studied by Barlow and Scheuer [15]. The MLE's,
for example, when $G$ is exponential and uniform, are not isotonic estimators. Moreover, surprisingly enough, they are also not consistent. It is shown [2, p. 259] that the isotonic estimators in these cases are consistent. Percentile estimators in the star-ordering case have also been discussed in [2].

6.2. Tests for monotone failure rate. As we have seen elsewhere, the knowledge that the failure rate is increasing is useful in constructing appropriate bounds for survival probability, and obtaining inequalities for linear combinations of order statistics. Also, for practical applications, a knowledge of this fact leads to the maximum likelihood estimate of the failure rate. It also helps, for example, in adopting economical replacement policies obtained under this assumption.

As before, $X_{1,n} \leq X_{2,n} \leq \ldots \leq X_{n,n}$ is an ordered sample from the distribution $F$, with density $f$, where $f(x) = 0$ for $x < 0$, and failure rate $r(x)$. The interest is in testing the null hypothesis, $H_0: r(x) = \lambda$, $\lambda$ an unknown positive constant, against the alternative hypothesis, $H_1$: $r(x)$ is nondecreasing, but not constant.

Let us define

$$V_{i,j} = \begin{cases} 1 & \text{if } \bar{D}_{i,n} > \bar{D}_{j,n} \text{ for } i, j = 1, 2, \ldots, n, \\ 0 & \text{otherwise}, \end{cases}$$

(6.23)

where $\bar{D}_{i,n} = (n-i+1) D_{i,n}$ and $D_{i,n} = X_{i,n} - X_{i-1,n}, \ i = 1, 2, \ldots, n$. It is assumed that $X_{0,n} = 0$. The $\bar{D}_{i,n}$ are called the normalized spacings.

Proshan and Pyke [84] have proposed a test based on the statistic
(6.24) \[ V_n = \sum_{i,j=1 \atop i<j}^n V_{i,j}. \]

The null hypothesis is rejected at the level \( \alpha \) of significance if \( V_n > v_{n,\alpha} \), where \( v_{n,\alpha} \) is determined so that \( \Pr(V_n > v_{n,\alpha} | H_0) = \alpha \). The distribution of \( V_n \) under \( H_0 \) can be obtained by a recurrence relation and is given by Kendall [70] and Mann [74], who have also given the values of \( P(V_n \leq k) \) for \( n \leq 10 \). It has been shown by Proschan and Pyke [84] that the test is unbiased and that \( V_n \), suitably normalized, is asymptotically normally distributed for a wide class of alternatives. In particular, under mild assumptions when the underlying distribution is IFR, \( V_n \) is asymptotically normally distributed. The asymptotic relative efficiency of this test has also been considered in [84] relative to the likelihood-ratio test for Weibull and gamma alternatives.

Bickel and Doksum [23] have considered the statistics \( T_1 = \sum iR_i \) and \( T_2 = -\sum i \log[1-R_i(n+1)^{-1}] \), where \( R_i \) denotes the rank of \( \tilde{D}_{i,n} \) among \( \tilde{D}_{1,n}, \ldots, \tilde{D}_{n,n} \). Then \( T_1 \) is asymptotically equivalent to the Proschan-Pyke statistic. It has been shown in [23] that the asymptotic normality holds for sequences of alternatives \( \{F_\theta\} \) that approach the null hypothesis distribution, namely, the exponential with failure rate \( \lambda \), as \( n \to \infty \). It is also shown that, the rank statistics that are asymptotically most powerful in the class of linear rank tests, are nowhere most powerful in the class of all tests, when the scale parameter \( \lambda \) is known. If \( \lambda \) is unknown, studentizing of the linear normalized spacing tests, which
are asymptotically most powerful for \( \lambda \) known, leads to procedures which have only the same asymptotic power as the most powerful linear rank tests. Bickel [22] has considered four classes of tests including those based on \( T_1 \) and \( T_2 \). He shows that, under certain regularity conditions, each of these classes contains a test asymptotically equivalent to the asymptotically most powerful similar test.

The tests of Bickel and Doksum are in fact unbiased against IFRA alternatives as shown by results in Barlow and Proschan [11]. It was shown by Barlow and Proschan [14] that analogous tests designed to treat incomplete samples of failure data are also unbiased against IFRA alternatives.

Barlow and Doksum [3] have considered the problem of testing \( H_0^c: F = G \) (that is, \( G^{-1}F \) is linear on the support of \( F \)) against the alternative \( H_1^c: F \leq G \) and \( F \nleq G \), where \( G \) is assumed to be known and \( F \leq G \). They considered tests based on the cumulative total time on test statistic

\[
(6.25) \quad U_n = n^{-1} \sum_{i=1}^{n-1} \left[ \sum_{j=1}^{i} \tilde{D}_{i,j,n} \right]/ \sum_{i=1}^{n} \tilde{D}_{i,n},
\]

where the \( \tilde{D}_{i,n} \) are the normalized spacings. In terms of \( H_n^{-1} \) defined in (6.11) we can also write it as

\[
(6.26) \quad U_n = n^{-1} \sum_{i=1}^{n-1} H_n^{-1}(i/n)/H_n^{-1}(1).
\]

The null hypothesis is rejected for large values of the statistic. Asymptotic normality of \( U_n \) has been shown in [3]. The corresponding result when \( G \) is exponential is attributed to an unpublished paper by
Nadler and Eilott. Asymptotic minimax property of the tests based on $U_n$ has also been established by Barlow and Doksum over a class of alternatives based on the Kolmogorov distance and in each of the classes of statistics considered by Bickel and Doksum [23] when $G$ is exponential.

Barlow [1] has investigated a likelihood ratio test for $H_0: F \in \mathcal{F}_0$ against $H_1: F \in \mathcal{F} - \mathcal{F}_0$, where $\mathcal{F}_0$ denotes the class of exponential distributions with possible truncation on the right and $\mathcal{F}$ is the class of all IFR distributions. The test is shown to be unbiased. He also considers a likelihood ratio test for $H_0: F \in \mathcal{F}_0$ against $H_1: F \in \mathcal{F}_1$, where $\mathcal{F}_0$ and $\mathcal{F}_1$ are the classes of IFRA and DFRA distributions, respectively. It is shown by him that the likelihood ratio statistic has a nonincreasing density on $(0,1)$ under the exponential assumption. It should be pointed out that in these tests the usual concept of maximum likelihood does not suffice and the concept used is a generalization of the usual concept proposed by Kiefer and Wolfowitz [71].

7. Concluding remarks. As we have explained elsewhere, we have confined our interest to a few important results relating to subset selection and reliability problems. We have not discussed here several other procedures of interest which have been investigated such as sequential procedures, Bayes procedures and procedures based on paired comparisons. These and other procedures have been reviewed by Gupta and Panchapakesan [58].

One related problem that is not discussed here is the estimation of the ordered parameters. Some work has been done on maximum
likelihood and interval estimation among others by Dudewicz [29],
Dudewicz and Tong [30], Tong [91], and Tong and Saxena [92]. Many simi-
lar problems arise when the distributions belong to some restricted fam-
ily.

There are other classes of life distributions which have been stud-
ied recently. If \( F \) is a life distribution (\( F(0) = 0 \)), we say \( F \) is now
better than used (NBU) if \( \tilde{F}(x+y) \leq \tilde{F}(x) \tilde{F}(y) \) for all \( x, y \geq 0 \), where
\( \tilde{F} = 1-F \). If the inequality is reversed, \( F \) is said to be now worse than
used (NWU). If \( F \) is NBU, the obvious interpretation is that the chance
\( \tilde{F}(x) \) that a new unit will survive to age \( x \) is greater than the chance
\( \tilde{F}(x+y)/\tilde{F}(y) \) that an unfailed unit of age \( y \) will survive an additional
time \( x \). We note that if \( G(x) = 1-e^{-x}, x \geq 0 \), then saying \( F \) is NBU is
equivalent to the statement that \( \varphi = G^{-1}F \) is superadditive, i.e.,
\( \varphi(x+y) \geq \varphi(x) + \varphi(y) \) for all \( x \) and \( y \), on the support of \( F \). If \( F \) is NWU,
then \( \varphi \) is subadditive. It follows from the results of Bruckner and
Ostrow [26] that \( F \) is IFRA (DFRA) implies that \( F \) is NBU(NWU). Some
properties of these families have been studied by Esary, Marshall and
Proschans [39]. Additional properties of such classes of distributions
and their importance in the study of replacement policies have been
recently discussed by Marshall and Proschans [77]. In another recent
paper, Hollander and Proschans [68] have considered a test based on a
U-statistic for testing the hypothesis that \( F \) is exponential against the
alternative that \( F \) is NBU (and not exponential).
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This paper deals with procedures for selecting a subset from k given populations so as to include the "best" with a specified guaranteed minimum probability. Some general results relating to subset selection and specific procedures for important classes of distributions are reviewed with special emphasis on restricted families of probability distributions. Such families are defined through partial order relations and are extensively discussed in reliability theory. A selection problem for tail-ordered family of distributions is considered and tables are provided for constants needed to implement the procedure. A general partial order relation is defined through a class of real valued functions and a related selection problem is discussed. These results provide a unified view of earlier known results. The rest of the paper gives a brief survey of some important results pertaining to restricted families of distributions such as the star-ordered and convex-ordered distributions. These results relate to life test sampling plans, inequalities for linear combinations of order statistics, estimation of failure rate function and some tests of hypotheses.