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INTRODUCTION

One problem in statistics is concerned with the ranking and selection of \( k \) populations or categories. Each of the \( k \) populations \( \Pi_i, i = 1, 2, \ldots, k \) has an observable random variable \( X_i \) whose distribution depends on some parameter \( \theta_i \). The parameters \( \theta_i \) usually represent an important attribute of the distribution such as the mean or variance. In general, the value of the parameter for any given population is unknown. That is either all the \( \theta_i \)'s are unknown, or if they are known the exact population from which a given \( \theta \) comes is unknown. The "best" population is designated to be that one which has the largest parameter value \( \theta_i \) (or equivalently, the smallest.) Then the fixed sample-size multiple decision problem is to find "optimal" procedures, based on random samples of given size from each population, which will select a subset of \( \Pi_1, \Pi_2, \ldots, \Pi_k \) of fixed or random size containing the "best" population. The formulation of the problem as such can be found in Bechhofer [2], Lehmann [25], and Gupta [15], [22].

The class of multiple decision rules (or selection and ranking procedures) evolved from shortcomings in the classical tests of homogeneity of parameters. Testing the hypothesis of equality of means does not answer questions that an experimenter seeks. Particularly if the hypothesis of homogeneity is rejected the experimenter is faced with the situation of having no statistical procedure available to rank the populations.
A more meaningful approach to this type of question is to view it as a multiple decision problem. Early contributions to this more realistic approach were made by Mosteller [27], who considered slippage configurations; Paulson [28], who considered multiple decision problems in the analysis of variance; and Bahador [1] who considered the theory of the k-sample problems. Many authors have made various contributions and modifications to the basic problem, and additional references can be found in Bechhofer [2], Gupta [15, 22], Gupta and Sobel [16], and Lehmann [26]. Most of these contributions fit into two classes generally called (1) the "indifference zone" approach and (2) "subset selection" approach.

In the "indifference zone" approach a population is selected so as to guarantee with a prescribed probability $P^*$ that it is the "best" population whenever the parameters obey some other condition. This other condition is thought of as an "indifference zone" in the parameter space (see Bechhofer [2]). For example, in the problem of selecting the population with the largest mean of $k$ normal populations with common known variance the $P^*$ condition is satisfied whenever the difference between the largest mean and the next largest mean is greater than $\delta^*$, another prescribed constant. Other contributions to this problem can be found in Bechhofer and Sobel [3], Bechhofer, Dunnett and Sobel [4] and Sobel and Huyett [35].

The second approach requires only that the "best" population be included in the selected subset with a prescribed probability $P^*$ for any configuration of the parameters. Thus while with the "indifference zone" approach the experimenter must be given two apriori constants $P^*$ and $\delta^*$, in the "subset selection" approach only one constant $P^*$ need be
given. The size of the selected subset is of course a random variable and so in comparing two procedures both meeting the \( P^* \) condition the one which gives a smallest expected subset size is in some sense more desirable. Expected minimal rank and expected sum of ranks of the populations selected in the subset are other performance criteria used in comparing procedures. Contributions to this aspect of the problem can be found in Paulson [28], Gupta [15], [20], [21], Gupta and Sobel [16], [17], [18], [19], Rizvi [33], and Seal [35]. Recent application of the subset selection approach to selection and ranking of multivariate normal population can be found in Gupta [23] and Gupta and Panchapakesan [24].

A Bayesian approach to the problem of selection and ranking has been worked on by Dunnett [11], Guttman and Tiao [25], and Deely and Gupta [10] where apriori distributions on the parameter space are assumed. Deely [9] approached the problem through an empirical Bayes study in which he assumes only the existence of an apriori distribution, the exact distribution itself remaining unknown.

A natural modification to the multiple decision problem is the use of sequential and multistage procedures. That is procedures for which the number of observations is not determined in advance but is dependent on the outcome of the observations as they are made. Nearly all of the work in sequential and multistage selection and ranking procedures has been through the "indifference zone" approach. Bechhofer, Dunnett, and Sobel [4] investigated a two-stage multiple decision procedure for the problem of selecting the population with the largest mean of \( k \) normal populations with known variances. The problem of sequentially selecting the "best" one of several normal populations with common unknown variances
was worked on by Bechhofer [5] and Bechhofer and Blumenthal [6]. Paulson
[29], [30], [31], and [32] has proposed different solutions to the same
problem as well as the problem of sequentially selecting the "best" of k
binomial populations. Bechhofer, Kiefer and Sobel [7] in a recent
monograph have considered sequential procedures for selecting the best of k
Koopman-Darmois populations, again using an "indifference zone"
approach.

The present thesis deals with sequential and multi-stage procedures
using the "subset selection" approach. In this approach no conditions
are imposed on the parameter space. The main problem is that of finding
a subset of k normal populations, with common known variance, which con-
tains the "best" population with a prescribed probability \( P^* \). The means
will be assumed known but not the correct pairing of populations to means.
Sequential procedures based on a fixed sample-size type (see Gupta [15],
[22] and Gupta and Sobel [17]) will be discussed. The first class of pro-
cedures consists of rules of a non-eliminating type; a rule belonging to
this class selects and rejects populations at various stages but continues
taking samples from all populations until the procedure terminates. At
every stage of this above procedure a sample of one is obtained from each
of the k populations and a multiple decision rule is employed which
determines which of the populations would be selected and which rejected
on the basis of that one sample. The number of times a population would
be selected in m independent stages then determines whether the experi-
menter accepts or rejects the population or if another trial must be per-
formed to reach a decision. The probability that the "best" population
would be accepted at any individual stage on the basis of the one sample
multiple decision rule is at least $P^*$. The second class of procedures is derived from the first and is of an eliminating type in that it stops sampling from a population once a decision about it has been reached.

Chapter I is concerned with a class of non-eliminating procedures. Some general monotonic properties of this class of procedures are derived. A specific subclass of these procedures is investigated in detail in Section 1.3 and expressions for the probability of selecting a population and the expected number of stages to come to a decision are found. Section 1.4 deals with approximations to the various probabilities and expectations found in Section 1.3, using a difference equation approach. An approximate minimax rule for choosing a specific procedure that minimizes the maximum number of samples needed to make a decision on each population, among all procedures guaranteeing certain probability conditions, is discussed in Section 1.5. Finally some comparisons to the fixed-sample size procedure for the slippage problem and the equally spaced means problem are offered.

Chapter II discusses the eliminating rule and some monotonic properties of it. Section 2.2 contains a theorem that allows a direct comparison between the probability of selecting a population using the non-eliminating rule, and the probability of selecting a population using the eliminating rule. Section 2.3 presents the results of a Monte-Carlo study of the performance of the second procedure for the slippage problem.

The final chapter offers some generalizations of the procedures discussed in Chapters I and II to more general classes of distributions. Examples using the binomial and gamma populations are shown. The procedures are applied to the problem of finding those populations whose parameters
are "better than a standard". Finally a ranking and selection procedure for $k$ independent binomial populations is discussed.
CHAPTER I

A CLASS OF NONELIMINATING SEQUENTIAL PROCEDURES

FOR SELECTING THE BEST OF k NORMAL

POPULATIONS WITH COMMON KNOWN VARIANCE

1.1 Definition of the General Class of Procedures

In this section the general nature of a non-eliminating sequential multiple decision procedure will be outlined. Let \( \pi_1, \pi_2, \ldots, \pi_k \) denote \( k \) given normal populations with means \( \theta_1, \theta_2, \ldots, \theta_k \) respectively and common known variance \( \sigma^2 \). Let \( \theta[1] \leq \theta[2] \leq \ldots \leq \theta[k] \) be the ranked means, and let \( \pi(j) \) (unknown) be the population with mean \( \theta[j] \). The object is to select a small subset of \( \pi_1, \pi_2, \ldots, \pi_k \) so as to guarantee, with a prescribed probability \( P^* \), that the population with the largest (or equivalently the smallest) mean is included in the selected subset. We denote this event by CS (correct selection). The sequential procedure will be a modification of the following (see Gupta [15], [22] and Gupta and Sobel [17]) fixed sample-size one.

R(n): Take a sample of size \( n \) from each of the \( k \) populations. \( \pi_i, i = 1, 2, \ldots, k \), and select populations \( \pi_i \) if and only if \( \bar{X}_i \geq \bar{X}_{\text{max}} - c\sigma/\sqrt{n} \) where \( c \) is chosen such that

\[
\inf_{\Omega} P[\text{CS} | R(n)] = P^* \quad \text{and} \quad \Omega = \{\theta: \theta = (\theta_1, \ldots, \theta_k), -\infty < \theta_i < \infty, i = 1, \ldots, k\}. \bar{X}_i, i = 1, 2, \ldots, k, \] denotes the sample mean from \( \pi_i \) and \( \bar{X}_{\text{max}} = \max_{1 < i < k} \bar{X}_i \).
It has been shown (Gupta [22]) that under this formulation,

\[(1.1.1) \quad p_i = P(\text{selecting } \mathbb{H}(i)) = \int_{-\infty}^{\infty} \prod_{j=1 \atop j \neq i}^{k} \left[ \phi(x+d+i_1 \ldots \theta_j - \theta_j) \right] \varphi(x)dx \]

where \( \varphi(t) = \frac{1}{\sqrt{2\pi}} e^{-t^2/2} \) and \( \hat{\varphi}(t) = \int_{-\infty}^{t} \varphi(x)dx \). Therefore, \( P(\mathbb{C}1|\mathbb{H}(n)) \)

\[= P(X_k \geq X_{\text{max}} - \sigma d) = \int_{-\infty}^{\infty} \prod_{j=1}^{k-1} \hat{\varphi}(x+d+i_1 \ldots \theta_j - \theta_j) \varphi(x)dx \]

and thus the infimum of the probability of a correct selection occurs when \( \theta_1 = \ldots = \theta_k = \theta \) and is independent of the common value \( \theta \). Hence \( d \) is defined by \( \int_{-\infty}^{\infty} \hat{\varphi}^{k-1}(x+d)\varphi(x)dx = \varphi^* \), and it is at once clear that \( d \) is independent of \( n \) the common sample-size. It is also clear that if \( i \geq j \) then \( p_i \geq p_j \) for \( (\theta_1 - \theta_j) - (\theta_i - \theta_j) = (\theta_1 - \theta_j) \geq 0 \) for all \( j = 1, 2, \ldots, k \).

For the following procedure it is assumed that the parameters \( \theta_1, \theta_2, \ldots, \theta_k \) are known, but that the exact pairing of the \( i \)th ranked mean \( \theta[i] \) to the population it came from is unknown for all \( i = 1, 2, \ldots, k \). In fact, equation (1.1.1) shows that \( p_1, p_2, \ldots, p_k \) depend on \( \theta_1, \theta_2, \ldots, \theta_k \) through the differences \( (\theta_1 - \theta_j) \) only, so that many sets of means \( (\theta_1, \theta_2, \ldots, \theta_k) \) may give rise to the same set of \( p_1, p_2, \ldots, p_k \). Thus the experimenter need only have an apriori knowledge of \( p_1, p_2, \ldots, p_k \) and the results of the chapter will apply for any set \( (\theta_1, \theta_2, \ldots, \theta_k) \) giving rise to these \( p_i \)'s. At the first stage perform \( R(1) \) for each of the \( k \) populations. For population \( \mathbb{H}_i \) define a success if \( X_i \geq X_{\text{max}} - \sigma d \), that is if \( \mathbb{H}_i \) is accepted under \( R(1) \). Similarly,
define a failure if \( X_1 \leq X_{\text{max}} - \sigma d \) thus rejecting \( H_1 \) under \( R(1) \). Now define random variables \( Y_{11}, Y_{21}, \ldots, Y_{k1} \) where \( Y_{il} = 0 \) or 1 according as a failure or a success occurs with population \( \Pi_i, i = 1, \ldots, k \).

Next draw an additional sample of one from each of the \( k \) populations independently of the first sample and perform \( R(1) \) on the new sample defining \( Y_{12}, Y_{22}, \ldots, Y_{k2} \) where \( Y_{i2} = 0 \) or 1 as a failure or success is gotten from population \( \Pi_i, i = 1, 2, \ldots, k \), on the second sample. Continuing in this manner, after the \( m \)th sample of one drawn from each of the \( k \) populations independently of the previous \( m-1 \) samples perform \( R(1) \) and define \( Y_{1m}, Y_{2m}, \ldots, Y_{km} \) where \( Y_{im} = 0 \) or 1 according as a failure or a success is gotten from \( \Pi_i \) on the \( m \)th sample.

By construction \( Y_{1m}, Y_{2m}, \ldots, Y_{km} \) are Bernoulli random variables with \( P(Y_{im} = 0) = q_i, P(Y_{im} = 1) = p_i, p_i \cdot q_i = 1, i = 1, 2, \ldots, k, m \geq 1 \). For each \( m \geq 1, Y_{1m}, Y_{2m}, \ldots, Y_{km} \) are dependent random variables. However, for any fixed population \( \Pi_i, Y_{1i}, Y_{2i}, \ldots, Y_{im} \) are independent by the nature of the sampling. So if for every \( i = 1, 2, \ldots, k \) we define

\[
S_{1m} = \sum_{j=1}^{m} Y_{ij},
\]

it follows that \( S_{1m} \) is distributed as a binomial random variable with parameters \( m \) and \( p_i \). It should be pointed out that \( S_{im}, i = 1, 2, \ldots, k \) are dependent binomial random variables.

For each \( \Pi_i, S_{im} \) counts the number of successes observed in \( m \) independent trials, that is the number of times \( \Pi_i \) is accepted by \( R(1) \) with the probability of being accepted at least \( p_i^{\alpha} \). Since \( p_i > p_j \) for \( i > j \) the expected number of successes from \( \Pi_i \) is greater than the expected number of successes from \( \Pi_j \). Therefore \( \Pi_{(k)}, (\Pi_{(1)}) \) would have the greatest (smallest) expected number of successes in \( m \) trials. It is
based on this fact that the procedure $z_1$ will be defined.

Let \{a_j\} and \{b_j\} be two sequences of real numbers monotonically increasing to infinity such that

\[(1.1.2) \quad (i) \quad a_1 < 0 < b_1, \quad a_j < b_j, \quad j = 2, 3, \ldots
\]

\[(ii) \quad P \left\{ \bigcap_{m=1}^{\infty} \left[ a_m < S_{im} < b_m \right] \right\} = 0, \quad i = 1, 2, \ldots, k
\]

The existence of such sequences is guaranteed by the following theorem (see Feller [12]).

**Law of the Iterated Logarithm:** For all $i = 1, 2, \ldots, k$ with probability

\[
\frac{S_{im}}{\sqrt{mp_i q_i}} \to (2 \log \log m)^{\frac{1}{2}}
\]

one we have $\lim \sup_{m \to \infty} \frac{S_{im}}{\sqrt{mp_i q_i}} = 1$. Alternatively,

\[(1.1.3) \quad P\{S_{im} > mp_i + \tau(2m p_i q_i \log \log m)^{\frac{1}{2}} \text{ i.o.} \} = 1, \quad 0 < \tau < 1 \quad \text{and}
\]

\[P\{S_{im} > mp_i + \tau(2m p_i q_i \log \log m)^{\frac{1}{2}} \text{ for only finitely many } m \} = 1,
\]

$\tau > 1$.

Then if $b_m = mp_i(1 + \tau(2mp \log \log m)^{\frac{1}{2}}$ where $p^* = \min_{1 \leq i \leq k} p_i q_i$, $m \geq 1$; $0 < \tau < 1$ and $a_m$ is any monotonically increasing sequence going to $\infty$ with $a_1 < 0$ and such that $a_m < b_m$, $m \geq 1$ (1.1.2) will be satisfied.

Similarly we can choose an appropriate sequence for \{a_m\} by using the second equation in (1.1.3). These choices are actually stronger than is actually needed but are sufficient for showing the existence of the two sequences.
The sequential procedure $\mathcal{S}_1$ can now be defined. Since the problem is sequential, if no decision has been made about a population $\Pi_i$ by the mth stage $m \geq 1$ there are three possible choices for the experimenter at the $(m+1)$st stage: (1) accept $\Pi_i$, that is choose $\Pi_i$ as one of the subset of $\Pi_1, \Pi_2, \ldots, \Pi_k$ which will contain the "best" with probability at least $p^*$, (2) reject $\Pi_i$, that is do not include it in the selected subset, or (3) make no decision concerning $\Pi_i$ and continue onto the $(m+2)$nd stage. Since the procedure is non-eliminating samples are taken from all populations until all have been either accepted or rejected. A population will be called tagged whenever it falls into the acceptance or rejection regions. The procedure $\mathcal{S}_1$ is as follows:

$\mathcal{S}_1$: "Tag population $\Pi_i$, $i = 1, 2, \ldots, k$ at the very first stage $m \geq 1$ such that $S_{im}(a_m, b_m)$ and mark it "rejected" if $S_{im} < a_m$ and "accepted" if $S_{im} > b_m$. Continue sampling from all $k$ populations until each one has been tagged, then accept those marked "accepted" and reject those marked "rejected".

If at stage $m_i$ population $\Pi_i$ is tagged, that is $m_i$ is the first stage such that $S_{i,m_i}(a_{m_i}, b_{m_i})$, then the experimenter will no longer define $Y_{ij}$, $j > m_i$ or hence $S_{ij} > m_i$. In a sense the procedure ends for $\Pi_i$ at stage $m_i$ although further samples are taken from it in order to complete the test for the remaining populations.

Condition (1.1.2) guarantees that $m_i < \infty$ for all $i = 1, 2, \ldots, k$. The number of samples used in $\mathcal{S}_1$ is then $k(\max_{1 \leq i \leq k} m_i)$. Since at a finite $m_i$ a decision is reached about $\Pi_i$ it then follows that for all $i = 1, 2, \ldots, k$: 
(1.1.4) \[ P(\Pi_1 \text{ is selected } | \omega_1) + P(\Pi_1 \text{ is rejected } | \omega_1) = 1. \]

Then in general,

(1.1.5) \[ P(CS| \omega_1) = \sum_{m=1}^{\infty} \prod_{r=1}^{m-1} P( a_r < S_{(k)} r < b_r ) \cap [ S_{(k) m} > b_m ] \]

where \( S_{(j)r} \) (unknown) is the sum that corresponds to the population with \( \theta_{[j]} \), \( j = 1, 2, \ldots, k \).

1.2 Some Monotone Properties of \( \omega_1 \)

In the previous section it was shown that each population \( \Pi_i \) gave rise to a sequence of zeros and ones which were summed to provide the test statistics. Consider a genetic population \( \Pi_i \), and a sequence of independent random variables \( Y_1, Y_2, \ldots \) such that \( P(Y_i = 0) = 1 - p \), \( P(Y_i = 1) = p, i = 1, 2, \ldots \). Define \( S_m = \sum_{i=1}^{m} Y_i \) for \( m = 1, 2, \ldots \), and consider pairs of sequences \( c = ([a_m], [b_m]) \) such that

\[
(1) \quad a_m \leq a_{m+1}, \quad b_m \leq b_{m+1}, \quad m = 1, 2, \ldots \\
(1.2.1) (ii) \quad \lim_{m \to \infty} a_m = \lim_{m \to \infty} b_m = \infty \\
(1.2.1) (iii) \quad P( \bigcap_{m=1}^{\infty} [ a_m < S_m < b_m ] ) = 0 .
\]

Def. (1.2.1) Two pairs of sequences \( c \) and \( c' \) are said to be ordered if \( a'_m \leq a_m, \ b'_m \leq b_m \) (or \( a_m \leq a'_m, \ b_m \leq b'_m \)) for all \( m \geq 1 \). We denote this by \( c' \preceq c \) (or \( c \preceq c' \)) and say \( c' \) is ordered less (greater) than \( c \).
The first theorem of this section shows the behavior of (1.1.5) with respect to ordered pairs of sequences. It is an immediate result of the following lemma.

Lemma (1.2.1). Let \( \{S_m, m \geq 1\} \) be defined as above and for all \( c \) satisfying (1.2.1) set \( A_m(c) = \bigcap_{\nu=1}^{m-1} [a_\nu < S_\nu < b_\nu] \cap [S_m > b_m] \) and

\[
P_c(A) = \sum_{m=1}^{\infty} P(A_m(c)).
\]

Then if \( c' \leq c \), \( P_{c'}(A) \geq P_c(A) \).

Proof. Since \( c' \leq c \) by definition 1.2.1 \( a_m' \leq a_m, b_m' \leq b_m \). Then clearly \( [S_m > b_m] \subset [S_m > b_m'] \) and also \( \bigcap_{r=1}^{m-1} [a_r < S_r < b_r] \subset \bigcap_{r=1}^{m-1} [a_r' < S_r < b_r'] \).

But then this implies that either \( \bigcap_{r=1}^{n-1} [a_r' < S_r < b_r'] \) holds or there exists an \( n \leq m-1 \) such that \( \bigcap_{r=1}^{n-1} [a_r' < S_r < b_r'] \cap [S_n > b_n'] \) holds. Thus it follows that \( A_m(c) \subset A_n(c') \) for some \( n = 1, 2, \ldots, m \) and so \( A_m(c) \subset \bigcup_{n=1}^{m} A_n(c') \) and therefore \( \bigcup_{m=1}^{\infty} A_m(c) \subset \bigcup_{m=1}^{\infty} A_m(c') \). It is clear that \( A_m(c) \cap A_n(c) = \emptyset \) for \( m \neq n \) and for all \( c \) satisfying (1.2.1) since \( A_m(c) \) is the first time the sequence \( \{S_m, m \geq 1\} \) leaves the bounds \( (a_m, b_m) \) and crosses the upper one. Therefore \( P(\bigcup_{m=1}^{\infty} A_m(c)) = \sum_{m=1}^{\infty} P(A_m(c)) = P(A) \) and from the previous implication \( P_c(A) \leq P_{c'}(A) \) which completes the proof.

Theorem (1.2.1). If \( c' \leq c \) then \( P(\text{selecting } \Pi_1 \upharpoonright i_1(c')) \geq P(\text{selecting } \Pi_1 \upharpoonright i_1(c)) \) and \( P(\text{rejecting } \Pi_1 \upharpoonright i_1(c')) \leq P(\text{rejecting } \Pi_1 \upharpoonright i_1(c)) \) for \( i = 1, 2, \ldots, k \). In particular \( P(\text{CS} \upharpoonright i_1(c')) \geq P(\text{CS} \upharpoonright i_1(c)) \) where \( \upharpoonright i_1(c) \) is the procedure \( \upharpoonright i_1 \) using the sequences \( c = \{a_m\}, \{b_m\} \).

Proof. For any fixed \( i = 1, 2, \ldots, k \) \( P(\text{Selecting } \Pi_1 \upharpoonright i_1(c)) = P_c(A) \) as defined in Lemma 1.2.1 and so the first statement of the theorem follows.
From (1.1.4) \( P(\text{rejecting } \Pi_1, \mathcal{L}(c)) = 1 - P(\text{selecting } \Pi_1, \mathcal{L}(c)) = 1 - p' \). Since \( p_{c}(A) \leq p_{c'}(A) \) for \( c' \leq c \) it then follows that \( P(\text{rejecting } \Pi_1, \mathcal{L}(c)) \geq P(\text{rejecting } \Pi_1, \mathcal{L}(c')) \). Applying the Lemma 1.2.1 \( \Pi(k) \) gives the result for a correct selection and completes the proof.

Def. (1.2.2). A set of pairs of sequences \( \mathcal{C} \) will be called an ordered class if for every \( c \) and \( c' \) belonging to \( \mathcal{C} \) either \( c \leq c' \) or \( c' \leq c \).

Thus for an ordered class \( \mathcal{C} \) if there exists a \( c \in \mathcal{C} \) such that \( c \leq c' \) for all \( c' \in \mathcal{C} \), then the procedure \( \mathcal{L}(c) \) maximizes the probability of a correct selection over the family. If no minimal \( c \) exists in \( \mathcal{C} \) the probability of a correct selection can be increased by choosing smaller members of \( \mathcal{C} \) at the cost of increasing the chance of selecting "poor" populations.

Now consider another genetic population \( \Pi' \) and the sequence \( Y_{1}', Y_{2}', \ldots \) of independent random variables generated by it. Suppose \( P(Y_{j}' = 0) = 1 - p' \) and \( P(Y_{j}' = 1) = p' \), \( j = 1, 2, \ldots \), where \( p' < p \). Define \( S_{m}' = \sum_{i=1}^{m} Y_{i}' \), \( m \geq 1 \), and following the notation of Lemma (1.2.1) set \( A_{m}'(c) = \bigcap_{r=1}^{m-1} [a_{r} < S_{r}' < b_{r}] \cap [S_{m}' > b_{m}] \) and \( p_{c}(A') = \sum_{m=1}^{\infty} P(A_{m}'(c)) \).

where \( c = (\{a_{m}\}, \{b_{m}\}) \) satisfies (1.2.1). To compare \( p_{c}(A) \) and \( p_{c}(A') \) we need the following two lemmas.

Lemma (1.2.2). There exists a sequence of independent identically distributed random variables \( \{U_{m}, m \geq 1\} \) such that

(i) \( P(U_{m} \leq u) = P(Y_{m}' \leq u) \) for all \( u \) and \( m \geq 1 \), and

(ii) \( P(U_{m} \leq Y_{m}) = 1, m \geq 1 \).
Proof. Define a sequence of independent random variables \( Z_m = 0 \) or 1 such that \( Z_m \) is independent of \( Y_j \), \( j \neq m \) and \( P(Z_m = 1 | Y_m = 1) = p'/p \), \( P(Z_m = 0 | Y_m = 1) = 1 \) so that \( \{Y_m Z_m, m \geq 1 \} \) is a sequence of independent and identically distributed random variables. Then let \( U_m = Y_m Z_m, m \geq 1 \).

\[
P(U_m = 1) = P(Y_m = 1, Z_m = 1) = P(Z_m = 1 | Y_m = 1)P(Y_m = 1) = p'/p \quad p = p',
\]

and therefore \( P(Y_m = 0) = 1 - p', m = 1, 2, \ldots \). Clearly then the \( U_m \)'s have the same distribution as the sequence of \( Y_m 's \) and clearly

\[
P(U_m \leq Y_m) = 1, \text{ which completes the proof.}
\]

For the sequence \( U_1, U_2, \ldots \) as defined in Lemma (1.2.2) let

\[
T_m = \sum_{i=1}^{m} U_i, m \geq 1 \text{ and for every } c \text{ satisfying (1.2.1) set}
\]

\[
B_m(c) = \{ \bigcap_{r=1}^{m-1} \left[ a_r < T_r < b_r \right] \cap \left[ T_m \geq b_m \right] \} \text{ and } P_c(B) = \sum_{m=1}^{\infty} P(B_m(c)). P_c(A)
\]

and \( P_c(A') \) can now be compared.

Lemma (1.2.3). For every \( c \) satisfying (1.2.1), \( P_c(A') \leq P_c(A) \).

Proof. \( P_c(A') = P_c(B) \) from Lemma (1.2.2) since the distribution of the \( U_i \)'s is identical with the distribution of the \( Y_i \)'s and both sequences are independent. However the \( U_i \)'s are bounded above by the \( Y_i \)'s thus for all \( m \geq 1 \) \( P(T_m \leq S_m) = 1 \). Therefore, \( \left[ T_m \geq b_m \right] \subset \left[ S_m \geq b_m \right] \) and

\[
\bigcap_{v=1}^{\infty} \left[ a_v < T_v < b_v \right] \text{ implies either } \bigcap_{v=1}^{m-1} \left[ a_v < S_v < b_v \right] \text{ holds or there exists an } n \leq m-1 \text{ such that } \bigcap_{v=1}^{n-1} \left[ a_v < S_v < b_v \right] \cap \left[ S_n \geq b_n \right]. \text{ It then follows that } B_m(c) \subset A_n(c) \text{ for some } n = 1, 2, \ldots, m \text{ and so}
\]

\[
\bigcup_{m=1}^{\infty} B_m(c) \subset \bigcup_{m=1}^{\infty} A_m(c). \text{ As in the proof of Lemma (1.2.1) for } m \neq n \]

\( A_m(c) \cap A_n(c) = \emptyset \) and similarly \( B_m(c) \cap B_n(c) = \emptyset \). Thus from the previous implication \( P_c(A') = P_c(B) \leq P_c(A) \), and completes the proof.
If we define \( r_i = \mathbb{P}(\text{selecting } \Pi_{1,i} | S_1(c)) \), \( i = 1, 2, \ldots, k \) we get the following theorem.

**Theorem (1.2.2).** \( r_k \geq r_{k-1} \geq \cdots \geq r_1 \).

**Proof.** It will suffice to show that \( r_1 \leq r_2 \). Now

\[
 r_1 = \sum_{m=1}^{\infty} \sum_{i=1}^{m-1} \mathbb{P} \left[ \bigcap_{v=1}^{i} \left[ a_v < s_v \right] \cap \left[ s_{i,m} > b_m \right] \right]
\]

where \( s_{i,m} \) is a binomial random variable with parameters \( p_1 \) and \( m \). Lemma (1.2.3) shows that \( r_1 \) is a monotonically increasing function of \( p_1 \). In Section 1.1 it was noted that the mean \( \theta_{[1]} \) from \( \Pi_{1} \) is less than \( \theta_{[2]} \) from \( \Pi_{2} \) so that \( p_2 > p_1 \) and therefore \( r_2 > r_1 \) and the proof is complete.

The above property describes the monotonicity of the selection probabilities. Another property which follows is given in the next corollary.

**Corollary (1.2.1).** The procedure \( S_1(c) \) is unbiased.

**Proof.** It follows from (1.1.4) and Theorem (1.2.2) that the probability of rejecting the population with the largest mean is less than or equal to the probability of rejecting any other population. Hence \( S_1(c) \) is unbiased. (See Gupta [22]).

### 1.3 A Specific Class of Ordered Pairs of Sequences

**A: Introduction, Notations, and Definitions**

This and the remaining sections of Chapter I will investigate the procedure \( S_1(c) \) using the following ordered class of pairs of sequences \( C_1 \). Let \( a_m = cm-D_1 \) and \( b_m = cm+D_2 \) where \( 0 < c < 1 \) and \( D_1, D_2 > 0 \). Since \( cm+D \leq c' m+D \) for \( c \leq c' \) and any fixed \( D \), the class \( C_1 = \{ c \} \) where \( c = \{ (cm-D_1), (cm+D_2) \} \) for fixed \( D_1, D_2 \) is a ordered class in \( c \in (0,1) \). In fact we will assume \( c \) rational in \( (0,1) \) and the actual
probabilities involved will be on the sub-family $C'_1 \subseteq C_1$ where $c$ is rational.

It will be shown that with a simple change of variables $P(CS|\mathcal{A}(c))$ can be evaluated as a one-dimensional random walk on a finite interval. This section will deal with exact expressions for the probability of selecting or rejecting a population at a given stage of the procedure, and the overall probability of selecting or rejecting a population. Also found are expressions for $E[M_i|\mathcal{A}(c)]$ the expected number of stages until population $N_i$, $i = 1, 2, \ldots, k$ is tagged. Section 1.4 will deal with bounds on the various probabilities and expectations. These bounds are often easier to compute than the corresponding exact expressions and in addition give a better insight into the nature of the procedure.

In what follows several definitions and properties concerning random walk are needed. Most of these properties are well known and can be found in Spitzer's [36] book on random walk. The random walk used here will be defined, on the state space $L = \{x|x = 0, \pm 1, \pm 2, \ldots\}$, by a transition function $P(x,y)$ equal to the probability of starting at $x$ and going to $y$ in one step. The main properties of $P(x,y)$ are

1) $\sum_{y \in L} P(x,y) = 1$, 2) $P(x,y) = P(0,y-x)$. The latter permits a description of the walk by $P(0,y)$, $y \in L$. Let $P_0(x,y) = \delta(x,y)$, $P_1(x,y) = P(x,y)$ and $P_n(x,y)$ equal the probability of going from $x$ to $y$ in exactly $n$ steps, where $x$ and $y$ are in $L$ and $\delta(x,y) = 0$ unless $x = y$ when $\delta(x,y) = 1$.

Consider a sequence of discrete, independent, identically distributed random variables $\{y_i, i \geq 1\}$ where $P(y_1 = y) = P(0,y)$ and define
\( S_m = \sum_{i=1}^{m} y_i, \ m \geq 1 \). Then \( \{y_i, i \geq 1\} \) can be said to generate the random walk. If the walk starts at \( x \in \mathcal{L} \) then \( x + S_m \) is the state of the walk after the \( m \)th step. For positive integers \( d_1, d_2 \), define:

\[
(1.3.1) \quad B_1 = (-\infty, -sd_1] , \ B_2 = [sd_2, \infty) , \ B = B_1 \cup B_2
\]

\[
(1.3.2) \quad M_B = \min \{m \geq 1 \mid S_m \in B\}
\]

\[
(1.3.3) \quad Q_n(x,y) = P[[S_n = y] \cap [M_B > n]], \ x, y \in \mathcal{L} \cap B, \ n \geq 0
\]

\[
(1.3.4) \quad H_B^{(n)}(x,y) = P[[S_n = y] \cap [M_B = n]], \ x \in \mathcal{L} - B, \ y \in B, \ n \geq 1
\]

It is clear that \( M_B \) is the stopping time of the walk. In terms of the procedure \( \zeta_1(c) \), \( M_B \) is the stage at which a given population \( \Pi_1 \) is tagged. \( Q_n(x,y) \) is the probability of going from \( x \) to \( y \) in \( n \) steps without leaving \( \mathcal{L} \cap B \), and \( H_B^{(n)} \) is the probability of starting at \( x \in \mathcal{L} - B \) and leaving \( \mathcal{L} - B \) at the \( n \)th step entering \( B \) at \( y \). Analytically, (1.3.3) and (1.3.4) can be described as follows (See Spitzer [36]):

\[
(1.3.5) \quad Q_0(x,y) = \delta(x,y), \ Q_1(x,y) = P(x,y)
\]

\[
Q_{n+1}(x,y) = \sum_{t \in \mathcal{L} - B} Q_n(x,t) Q(t,y) \ x, y \in \mathcal{L} \cap B, \ n \geq 1
\]

\[
(1.3.6) \quad H_B^{(n+1)}(x,y) = \sum_{t \in \mathcal{L} - B} Q_n(x,t) P(t,y), \ x \in \mathcal{L} - B, \ y \in B, \ n \geq 1
\]

As in Section 1.1, for a fixed population \( \Pi_1 \), set \( S_{im} = \sum_{j=1}^{m} y_{ij} \), \( m \geq 1 \) where \( y_{ij}, j \geq 1 \) is a sequence of independent identically distributed random variables with \( P(y_{ij} = 0) = 1-p_i \), and \( P(Y_{ij} = 1) = p_i \).
Define $Z_{ij} = Y_{ij} - c$ for $j \geq 1$ and $i = 1, 2, \ldots, k$. Then

$$R_{im} = \sum_{j=1}^{m} Z_{ij} = \sum_{j=1}^{m} (y_{ij} - c) = S_{im} - cm,$$

and hence $[cm-D_1 < S_{im} < cm+D_2] = [-D_1 < R_{im} < D_1]$, $[S_{im} \geq cm+D_2] = [R_{im} \geq D_2]$, and $[S_{im} \leq cm-D_1] = [R_{im} \leq -D_1]$. By this transformation the problem of tagging a population $\Pi_i$, as it crosses bounds depending on the stage of the procedure is converted to one of a one-dimensional random walk $R_{im} = \sum_{j=1}^{m} Z_{ij}$ where $P(Z_{ij} = 1-c) = p_i$ and $P(Z_{ij} = -c) = 1-p_i$ for $j \geq 1$, on the interval $(-D_1, D_2)$. Here the bounds used to reach a decision are independent of the stage of the procedure.

Suppose further that $c = r/s, d_1 = [D_1]+1, d_2 = [D_2]+1$, where $r, s, d_1,$ and $d_2$ are positive integers. In addition assume that $r$ and $s$ are relatively prime with $r < s$. Then the state space of the walk is all points of the form $\frac{N s - M r}{s}$ for all $M > N > 0$. It is a well known theorem of number theory that $xs-yr = I$ has non-negative integer solutions, $x = N, y = M$ with $M > N$, for any integer $I$ provided $r$ and $s$ are relatively prime. In general then the state space is at the form $I/s$, $I$ an integer. Thus the correspondence $I/s \leftrightarrow I$ enables one to consider the walk on the integer space $L$ via $P(Z_{ij} = -r) = 1-p_i$, $P(Z_{ij} = s-r) = p_i$, with bounds $-sd_1$, and $sd_2$.

The subscript $i$ will now be dropped on $p_i$ and a general population $\Pi$ with acceptance probability $p$ in using $R(1)$ will be considered. Then the translation function $P(0,y) = \begin{cases} p & \text{if } y = s-r \\ 1-p & \text{if } y = -r \end{cases}$ describes the walk on $L$. After $n$ steps the walk can only be at points in $L$ of the form $y = (s-r)(j-r(n-j))$ for $j = 0, 1, \ldots, n$. For fixed $0 \leq j \leq n$
the probability of any such point must then be $p^j(1-p)^{n-j}$, and there are
clearly \( ^n_j \) number of ways to reach this point, thus for $n \geq 1$

$$P_n(0,y) = \begin{cases} ^n_j p^j(1-p)^{n-j} & \text{if } y = (s-r)j-r(n-y), j=0,1,\ldots,n, n \geq 1 \\ 0 & \text{elsewhere} \end{cases}$$

The fact that all members of the class $C_1$ satisfy (iii) of (1.2.1) is
well known and a proof for a more general random walk can be found in
Spitzer (1964). A proof for the case $p \not\parallel r/s$ will appear as Corollary
(1.4.1) in Section 1.4.

Referring now to (1.3.5) and noting that $L-B = \{-sd_1+1, \ldots, sd_2-1\}$
we can express $Q_n(x,y)$ as the $n$th power of an $N \times N$ matrix $Q = (q_{i,j})$
where $N = s(d_1+d_2)-1$ and $q_{i,j} = P(i-sd_1, j-sd_1)$ for $i - sd_1, j - sd_1,$
$\in L-B$. Equation (1.3.5) expresses the fact that $Q_n(i,j) = (q_{i,j}^{(n)})$
where $q_{i,j}^{(n)}$ is the $(i,j)$ entry in $Q^n$. To insure the procedure $\varepsilon'(c)$
will not end on or before a given stage with probability one, the condi-
tion $D_1 + D_2 > 1$ will be imposed. This guarantees that any vertical
line segment joining the parallel lines $y = r/s \times -D_1$ and $y = r/s \times +D_2$
will have length greater than one. In other words, at any stage $m$
of the procedure in its original form, $Y_j$ where $Y_j = 0$ or 1 for all
$j \geq 1$, there is always a state available to the walk with the bounds.
In particular if $D_1 = D_2 = \frac{1}{2}$ and $s = 2$ and $r = 1$, then the procedure
$\varepsilon'(c)$ reduces to the fixed sample-size procedure $R(1)$. Note that when
no ambiguity exists we will write $\varepsilon'(c)$ or $\varepsilon'(r/s)$ for $\varepsilon'(c)$ when
$c = ([cm-D_1], [cm+D_2])$ for fixed $D_1, D_2$.
B: \[ P(\text{Selecting } \pi \text{ at Stage } m|X_1(r/s)) \]
\[ F(\text{Rejecting } \pi \text{ at Stage } m|X_1(r/s)) \]

Since at any step the random walk \( R_m \) can only move \( t=s-r \) steps to the right or \( r \) steps to the left, there are only a finite number of points a population can be absorbed (selected or rejected) at. Therefore, we can define subsets of \( B_1 \) and \( B_2 \) in (1.3.1) as follows:

\[(1.3.8) \quad B_1^1 = [-sd_1-r+1, -sd_1-r+2, \ldots, -sd_1] \subset B_1 \]
\[(1.3.9) \quad B_2^1 = [sd_2, sd_2+1, \ldots, sd_2+s-r-1] \subset B_2 \]

Then the points of \( B_1^1 \cup B_2^1 \) are the actual absorption states of the walk. Moreover, by the nature of the walk absorption can take place at \( y \in B_2^1 \) at stage \( m \) if and only if at stage \( m-1, y-(s-r) \in L-B \). Similarly, absorption at \( y \in B_1^1 \) at stage \( m \) can take place if and only if at stage \( m-1, y+r \in L-B \). From (1.3.6) \( \Pi_B^{(n)}(x,y) = \sum_{t=sd_1+1}^{sd_2-1} Q_{n-1}(x,t) P(t,y) \)

for \( y \in B_1^1 \cup B_2^1 \). However as stated above if \( y \in B_2^1 \) then \( P(t,y) > 0 \) if and only if \( t = y-(s-r) \), and if \( y \in B_1^1 \) then \( P(t,y) > 0 \) if and only if \( t = y+r \). Therefore,

\[(1.3.10) \quad \Pi_B^{(n)}(x,y) = \begin{cases} p \frac{q^{(n-1)}}{x+sd_1}, y-(s-r)+sd_1 & \text{for } y \in B_2^1 \\ p \frac{q^{(n-1)}}{x+sd_1}, y+r+sd_1 & \text{for } y \in B_1^1 \end{cases} \]
and we get the following theorem.

Theorem (1.3.1). $P$[Selecting $\Pi$ at stage $m|\mathcal{Z}_1^r(r/s)$]

\[ = p \sum_{j=N-(s-r)+1}^{N} q_{s_d,1}^{(m-1)} \]

or $p$ times the sum of the last $s-r$ elements in the $s_d$st row of $Q^{(m-1)}$, and similarly $P$[rejecting $\Pi$ at stage $m|\mathcal{Z}_1^r(r/s)$]

\[ = q \sum_{i=1}^{r} q_{s_d,1}^{(m-1)} \]

or $q$ times the sum of the first $r$ elements in the $s_d$st row of $Q^{(m-1)}$.

Proof. From (1.3.4) and (1.3.9),

\[ P[\text{selecting } \Pi \text{ at stage } m|\mathcal{Z}_1^r(r/s)] = \sum_{y \in B_2'} H_B^{(m)}(0,y) \]

since we select $\Pi$ only at points of $B_2'$. Substituting from (1.3.10) then gives the first result. Similarly, for the second result

\[ P[\text{rejecting } \Pi \text{ at stage } m|\mathcal{Z}_1^r(r/s)] = \sum_{y \in B_1} H_B^{(m)}(0,y) , \]

and substituting from (1.3.10) produces the second probability of the theorem which completes the proof.

Corollary (1.3.1).
Proof. The corollary follows from Theorem (1.3.1) and the fact that tagging \( \Pi \) at stage \( m \) means either accepting \( \Pi \) or rejecting \( \Pi \) at stage \( m \), which completes the proof.

The acceptance and rejection probabilities at stage \( n \) are of practical interest. Table A1 in the appendix gives these probabilities for selected values of \( r, s, d = d_1 = d_2 \).

**C: \( P[\text{Selecting } \Pi \mid \alpha'(r/s)], P[\text{Rejecting } \Pi \mid \alpha'(r/s)] \)**

We now define for \( x \in L-B \) and \( y \in B \), \( H_B(x,y) = \sum_{m=1}^{\infty} H_B^{(m)}(x,y) \), the probability of starting at \( x \) and being absorbed at \( y \). From (1.3.10) for \( x \in L-B \)

\[
(1.3.12) \quad H_B(x,y) = \begin{cases} 
    p \sum_{m=1}^{\infty} q_{x+sd_1, y-(s-r)+sd_1}^{(m-1)} & \text{for } y \in B_2' \\
    q \sum_{m=1}^{\infty} q_{x+sd_1, y+r+sd_1}^{(m-1)} & \text{for } y \in B_1'
\end{cases}
\]

The matrix \( Q = (q_{ij}) \) is the transition matrix of the random walk restricted to states in \( L-B \). It has the following elements \( q_{i,i+s-r} = p \) for \( i = 1, 2, \ldots, N-s+r \), \( q_{i,i+s-r} = q \) for \( i = s-r+1, \ldots, N \) and \( q_{ij} = 0 \) elsewhere. Thus \( Q \) is a substochastic matrix with the following form.
We can bound $Q$ by a matrix $P = (p_{ij})$, so that $P$ is an irreducible stochastic matrix with $q_{ij} \leq p_{ij}$, $i, j = 1, 2, \ldots, N$, by completing the row sums of $Q$ so that they add up to one giving equal weight to each non-zero element in a given row. We make use of the following two lemmas and a remark from Gantmacher [13], [14].

Lemma (1.3.1) (Gantmacher). If $A = (a_{ij})$ and $C = (c_{ij})$ are square matrices of the same order $n$, where $A$ is irreducible and $C^+ \leq A$, for $C^+ = (|c_{ij}|)$, then for every characteristic $g$ of $C$ and the maximal characteristic root $h$ of $A$ we have $|g| \leq h$, where equality holds if and only if $C^+ = A$.

Lemma (1.3.2) (Gantmacher). If the function $f(x)$ can be expanded in a power series $f(x) = \sum_{p=1}^{\infty} a_p x^p$ in the circle $|x| < h$, then this expression is valid when the scalar argument $x$ is replaced by a matrix $A$ whose characteristic roots all lie within the circle of convergence.

Remark (1.3.1) (Gantmacher). For an irreducible matrix $A \geq 0$ the maximal characteristic root $h$ equals the row sums of $A$ when all the row sums of $A$ are equal.
The remark gives us immediately that the maximal characteristic value of P, being a stochastic matrix, is one. By construction Q ≤ P but Q ⊥ P and hence Lemma (1.3.1) guarantees that |g| < 1, where g is any characteristic root of Q. The following theorem can now be proved.

Theorem (1.3.2).

\[(1.3.14)\quad P[\text{selecting } \Pi|\cdot|_{-1}(r/s)] = p \sum_{j=N-s+r+1}^{N-sd_1,j} \]

and

\[(1.3.15)\quad P[\text{rejecting } \Pi|\cdot|_{-1}(r/s)] = q \sum_{j=1}^{R-sd_1,j} \]

where \(q^i,j\) is the (i,j) entry in \([I-Q]^{-1}\).

Proof. Since, as shown above, all the characteristic roots of Q lie inside the unit circle, Lemma (1.3.2) allows us to form the sum

\[\sum_{m=0}^{\infty} Q(m) = [I-Q]^{-1}.\]

Apply this to (1.3.12) we get

\[(1.3.16)\quad H_B(x,q) = \begin{cases} 
   p q \frac{x+sd_1,y+s-r+sd_1}{q} & \text{for } y \notin B_2' \\
   q q \frac{x+sd_1,y+r+sd_1}{q} & \text{for } y \in B_1' 
\end{cases} \]

However \(P[\text{selecting } \Pi|\cdot|_{-1}(r/s)] = \sum_{y \in B_2'} H_B(0,y) = p \sum_{j=N-s+r+1}^{N-sd_1,j} \), and

\[\sum_{y \in B_2'} \frac{r}{q} \frac{sd_1,j}{q} \]

similarly \(P[\text{rejecting } \Pi|\cdot|_{-1}(r/s)] = q \sum_{j=1}^{R-sd_1,j} \)

which completes the proof.

Corollary (1.3.2).

\[p \sum_{j=N-s+r+1}^{N-sd_1,j} q^i,j + q \sum_{j=1}^{r-sd_1,j} q^i,j = 1.\]
Proof. Since it is known that with this random walk one must accept or reject \( \Pi \) with probability one, the corollary follows from Theorem (1.3.2).

A more explicit form for the \( P(\text{selecting } \Pi|\xi_1(r/s)) \) can be obtained when \( s = r+1 \), or \( r = 1 \). If \( s = r+1 \) then \( r/s = r/(r+1) \), \( r = 1 \), \( 2, \ldots \), from (1.3.9) \( B^*_2 = [d_2] \) and from (1.3.14) \( P(\text{selecting } \Pi|\xi_1(r/s)) \) = \( pq \). Thus we need the \((sd_1, s(d_1+d_2)-1)\) entry in \([I-Q]^{-1}\). Thus,

\[
(1.3.17) \quad P(\text{selecting } \Pi|\xi_1(r/r+1)) = \frac{p q^{*}_{sd_1,N}}{|I-Q|}
\]

where \( q^{*}_{sd_1,N} \) is the cofactor of the \((s(d_1+d_2)-1, sd_1)\) entry in \([I-Q]\).

Define \( \Delta_\ell \) to be the determinant of the \( \ell \times \ell \) matrix \( B = (b_{ij}) \) where \( b_{ii} = 1 \) for \( i = 1, \ldots, \ell \), \( b_{i,i+1} = -p \) for \( i = 1, \ldots, \ell-1, \ldots \), \( b_{i,i-r} = -q \) for \( i = r+1, \ldots, \ell \) and \( b_{ij} = 0 \) elsewhere. Then

\[
(1.3.18) \quad B = \begin{bmatrix}
1 & -p & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & -p & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & & & & & \vdots & & & & & & \vdots & & \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & -p & 0 & 0 & \cdots & 0 & 0 \\
-\ell & 0 & 0 & 0 & \cdots & 0 & 1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & -q & 0 & 0 & & & & & & & & & \\
\vdots & & & & & \vdots & & & & & & \vdots & & \\
0 & 0 & 0 & 0 & \cdots & -q & 0 & 0 & 0 & 0 & \cdots & -p & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & -q & 0 & 0 & 0 & \cdots & 0 & 1
\end{bmatrix}
\]

expanding by minors using the first row, whose only non-zero elements are \( b_{11} = 1 \) and \( b_{12} = -p \), it is easily seen that \( \Delta_\ell \) obeys the following
difference equation;

\[(1.3.19) \quad \Delta_{\ell} = \Delta_{\ell-1} - \delta(r) \Delta_{\ell-(r+1)} \geq r+1 \quad \text{where} \]

\[\Delta_{0} = \Delta_{1} = \ldots = \Delta_{r=1}, \text{and } \delta(r) = pq^r, \quad r \geq 1.\]

Lemma (1.3.3). For \( \Delta_{\ell} \) as defined above, \( \Delta_{\ell} = \sum_{i=0}^{n} (-1)^{i} \binom{\ell-i-r}{i} \delta^i(r) \)

where \( \ell = n(r+1), \ldots, n(r+1)+r, \ n \geq 0. \)

Proof. The proof is based on mathematical induction. It is clear that for \( \ell = 0,1, \ldots, r n = 0 \) and \( \Delta_{\ell} = 1. \) Suppose the lemma holds for all \( \ell' \) such that \( \ell \leq \ell' \) and consider \( \Delta_{\ell+1}. \) From (1.3.19)

\[\Delta_{\ell+1} = \Delta_{\ell} - \delta(r) \Delta_{\ell-r}\]

\[= \sum_{i=0}^{n} (-1)^{i} \binom{\ell-i-r}{i} \delta^i(r) - \delta(r) \sum_{i=0}^{n} (-1)^{i} \binom{\ell-r-i-r}{i} \delta^i(r)\]

\[= \sum_{i=0}^{n} (-1)^{i} \binom{\ell-i-r}{i} \delta^i(r) - \sum_{i=0}^{n} (-1)^{i} \binom{\ell-r-i-r}{i} \delta^{i+1}(r)\]

\[= \sum_{i=0}^{n} (-1)^{i} \binom{\ell-i-r}{i} \delta^i(r) + \sum_{i=1}^{n+1} (-1)^{i} \binom{\ell-i-r}{i-1} \delta^i(r)\]

\[= 1 + \sum_{i=1}^{n} (-1)^{i} \left[ \binom{\ell-i-r}{i} + \binom{\ell-i-r}{i-1} \right] \delta^i(r) + (-1)^{n+1} \binom{\ell-(n+1)r}{n} \delta^{n+1}(r).\]
Now \((\ell - 1)r + (\ell - 1)\ell + i\) for \(i = 1, \ldots, n\) and thus

\[
\Delta_{\ell+1} = \sum_{i=0}^{n} (-1)^i (\ell - 1)r \delta^i(r) + (-1)^{n+1} (\ell - (n+1)r) \delta^{n+1}(r).
\]

If \(\ell\) is not of the form \(n(r+1) + j\), that is \(\ell = n(r+1) + j, 0 \leq j < r\), then \(n(r+1) + j - (n+1)r = n - (r - j) < n\) or \((\ell - (n+1)r) = 0\). If however

\[
\ell = n(r+1) + r (\ell - (n+1)r) = (n) = 1,
\]

and in both cases \(\Delta_{\ell+1} = \sum_{i=0}^{m} (-1)^i (\ell - i)r \delta^i(r)\) where \(\ell + 1 = m(r+1), \ldots, m(r+1) + r\) and \(m = n\) or \(n + 1\).

Lemma (1.3.4). For the matrix \(B\) in (1.3.14) \(b_{i,i}^* = p^{\ell - i} \Delta_{i-1}\), for \(i = 1, 2, \ldots, \ell\).

Proof. \(b_{i,i}^* = (-1)^{i+l} (\text{cofactor of } b_{i,i})\), where the cofactor of \(b_{i,i}\) is the determinant of the matrix \(B\) with the last row and \(i\)th column deleted. Eliminating the last row and the \(i\)th column of \(B\) we get a matrix \(B'\), of the form below, where \(B_1\) in the upper left corner

\[
B' = \begin{pmatrix}
B_1 & 0 \\
B_2 & B_3
\end{pmatrix}
\]

is an \(i-1 \times i-1\) block matrix of the same form as \(B\ (1.3.14)\), \(B_3\) is an \(\ell-1 \times \ell-1\) diagonal matrix with \(-p\) for its diagonal elements, and \(B_2\) is an \(i-1 \times \ell-1\) block matrix. Thus \(|B'|\) can be gotten by expanding consecutively by columns starting with the \(\ell\)-1st row. Thus

\[
|B'| = |B_3||B_1|\text{ or } |B'| = (-p)^{\ell - i}|B_1|.
\]

But by the definition of \(\Delta_{\ell}\), \(|B_1| = \Delta_{i-1}\), and therefore \(b_{i,i}^* = (-1)^{i+l} (-1)^{\ell - i} p^{\ell - i} \Delta_{i-1} = p^{\ell - i} \Delta_{i-1}\), \(i = 1, \ldots, \ell\) which completes the proof.
Theorem (1.3.3). If $s = r+1$, $P(\text{selecting } \mathbb{F}_s'(r/s)) = \frac{p^{sd_2}}{\Delta_N^{n-sd_2}}$

where $N = s(d_1+d_2)-1$.

Proof. Applying Lemma (1.3.3) to the matrix $(I - Q)$ it is easily seen that $|I - Q| = \Delta_N = \sum_{i=0}^{n} (-1)^i(N-r_i)d_i(r)$ where $n = \lceil \frac{N}{r+1} \rceil$. By Lemma (1.3.4) for $k = N$ and $i = sd_1$ noting $N-sd_1 = sd_2-1$ and $sd_1 = sd_2-1$ we get $q^{sd_1} = p^{-1} \Delta_N^{N-sd_2}$. Substituting into (1.3.17) gives the desired result and completes the proof.

Corollary (1.3.3). If $r = 1$, $P(\text{selecting } \mathbb{F}_s'(r/s)) = 1 - \frac{sd_1}{\Delta_N^{n-sd_2}}$

where $\Delta_N$ equals $\Delta_N^{*}$ with $p$ and $q$ interchanged.

Proof. If $r = 1$ Theorem (1.3.2) says that, $P(\text{rejecting } \mathbb{F}_s'(r/s)) = \frac{sd_1}{\det(I-Q)} q^{sd_1} = q^{*}$

where $Q = (q_{ij})$ has $q_{ii} = 1$, $i = 1, \ldots, N$

$q_{i,i-1} = -q$, $i = 2, \ldots, N$, $q_{i,i+t} = -p$, $i = 1, \ldots, N-t$ and $q_{ij} = 0$

elsewhere. Note first that $|I - Q| = |(I - Q)^t|$, but that $(I - Q)^t$ is the matrix described in Lemma (1.3.3) with $p$ and $q$ interchanged, thus $|I - Q| = \Delta_N^{*}$.

Now observe that $[(I - Q)^{-1}]^t = [(I - Q)^t]^{-1}$ and so $q^{*}$

of $(I - Q)$ is $q^{*t}$ of $(I - Q)^t$. Thus from $(I - Q)^t$ if we delete the first column and the $i$th row $i = 1, \ldots, N$ we get a matrix $B''$, where

$$B'' = \begin{pmatrix} B_4 & 0 \\ B_5 & B_6 \end{pmatrix}.$$
$B_i$ is an $i \times i$ diagonal matrix with $-q$ as its diagonal elements, $B_6$ is a $\beta \times \beta$ matrix of the same form as $(I-Q)^t$, and $B_5$ is a $\beta \times \beta$ block matrix. Expanding by the first column of $B^n$ we get
\[ |B^n| = |B_4||B_6| = (-q)^{i-1}|B_6|, \]
but $|B_6| = \overline{\alpha}_{\beta-i}$ so that $|B^n| = (-q)^{i-1}\overline{\alpha}_{\beta-i}, i = 1, \ldots, N$. Thus for $\mathbf{i} = s\mathbf{d}_1, \mathbf{q} = s\mathbf{d}_1, l = s\mathbf{d}_1 + 1, s\mathbf{d}_1 - 1$,
\[ (-1)^{s\mathbf{d}_1} q^{s\mathbf{d}_1 - 1} \overline{\alpha}_{N-s\mathbf{d}_1} = q^{s\mathbf{d}_1} \overline{\alpha}_{N-s\mathbf{d}_1}. \]
Therefore
\[ P(\text{rejecting } \Pi|\rho_1'(1/s)) = \frac{q^{s\mathbf{d}_1} \overline{\alpha}_{N-s\mathbf{d}_1}}{\overline{\alpha}_N} \]
and since
\[ P(\text{selecting } \Pi|\rho_1'(1/s)) = 1 - P(\text{rejecting } \Pi|\rho_1'(1/s)) \]
the corollary follows.

D: $E(M_B|\rho_1'(r/s))$, the Expected Number of Steps

Until a Population is Tagged

\[ S_m = \sum_{i=1}^{m} Z_i \]
is the sum of independent identically distributed random variables with $EZ_1 = (s-r)p-rq$, $EZ_1^2 = (s-r)^2p+r^2(1-p)$. Thus if $EZ_1 \neq 0$, then $ES_M = EZ_1 \cdot Em_B$, and if $EZ_1 = 0$ $ES_M^2 = EZ_1^2 EM_B$.

Thus we prove the following theorem.

Theorem (1.3.4).

(1.3.20) $E(M_B|\rho_1'(r/s)) = \frac{1}{(s-r)p-rq} \left[ \begin{array}{c} p \sum_{j=N-s+r+1}^{N} (j+s-r-sd_1)q^{sd_1-j} \\ q \sum_{j=1}^{r} (j-r-sd_1)q^{sd_1-j} \end{array} \right]$ if $p \neq r/s$

and
(1.3.21) \[ E(M_B | \sigma_1'(r/s)) = \frac{1}{(s-r)r} \left[ p \sum_{j=N-s-r+1}^{N} (j+s-r-sd_1)^2 q^{sd_1,j} \right. \]
\[ + q \sum_{j=1}^{r} (s-r-sd_1)^2 q^{sd_1,j} \left. \right] \text{ if } p = r/s . \]

Proof. If \( p \neq r/s \) \( E(M_B | \sigma_1'(r/s)) = (EZ_1)^{-1} \) \( ES_{MB} \). However \( P(S_{MB} = y) = H_B(0,y) \) for \( y \in B \), thus \( ES_{MB} = \sum_{y \in B} yH_B(0,y) = \sum_{y \in B_1 \cup B_2} yH_B(0,y) \) and from (1.3.16)

\[ ES_{MB} = p \sum_{y \in B_2} y q^{sd_1, y-s+r+sd_1} + q \sum_{y \in B_1} y q^{sd_1, y+r+sd_1} \]
\[ = \sum_{j=N-s+r+1}^{N} (j+s-r-sd_1) q^{sd_1,j} + q \sum_{j=1}^{r} (j-r-sd_1) q^{sd_1,j} \]

and (1.3.20) follows. For \( p = r/s \), \( EZ_1 = 0 \), and \( EZ_1^2 = (s-r)r \) and again using (1.3.16) one can write \( ES_{MB}^2 \) from which (1.3.21) follows and the proof is complete.

It is noted here that another expression for \( E(M_B | \sigma_1'(r/s)) \) can be derived using the fact that \( P(M_B = m) = \sum_{y \in B} H_B^m(0,y) \). Thus from (1.3.10);
\[ E(M_B | \mathcal{A}_1(r/s)) = \sum_{y \in B} \sum_{n=1}^{\infty} n \mathcal{H}_B^{(n)}(0,y) \]

\[ = \sum_{y \in B_1} \sum_{n=1}^{\infty} n q_{sd_1,y+r+sd_1}^{(n-1)} \]

\[ + \sum_{y \in B_2} \sum_{n=1}^{\infty} n q_{sd_1,y-s+r+sd_1}^{(n-1)}. \]

Since it was shown that \( \sum_{n=0}^{\infty} Q^n = (I-Q)^{-1} \) it follows that \( \sum_{n=1}^{\infty} n Q^{n-1} = (I-Q)^{-2} \), therefore:

\[ (1.3.22) \quad E(M_B | \mathcal{A}_1(r/s)) = \sum_{y \in B_1} \bar{q}_{sd_1,y+r+sd_1} + \sum_{y \in B_2} \bar{q}_{sd_1,y-t+sd_1} \]

\[ = \sum_{j=1}^{r} \bar{q}_{sd_1,j} + \sum_{j=N-s+r+1}^{N} \bar{q}_{sd_1,j} \]

where \( \bar{q}_{i,j} \) is the \((i,j)\) entry in \((I-Q)^{-2}\). In general, however, (1.3.22) is not easier to compute than (1.3.20) or (1.3.21).

1.4 Bounds and Approximations

In this section we again consider the procedure \( \mathcal{A}_1(r/s) \) as a random walk \( R_m \) on the integer space \( L-B = [-sd_1+1, \ldots, sd_2-1] \) defined by (1.3.7). Bounds and approximations for the probability of a more general random walk leaving \( L-B \) at one end and the expected number of stages to do so have been discussed by Wald [37], and Feller [12] as well as others.
A method for getting these bounds following methods of Feller and Wald will be discussed. Applications of these bounds and approximations will enable us to state some theorems concerning the behavior of the procedure \( \phi_1(r/s) \). and allow us to choose values of \( c = r/s, \, d_1 \), and \( d_2 \) so as to attain a given value of \( P(CS|\phi_1(r/s)) \) while keeping the expected selected subset size small. Let \( t = s - r \).

Let \( U_{r/s}(x) \) be the probability of the walk starting at \( x \in L - B \) and reaching or crossing \( sd_2 \) before \( -sd_1 \). Then \( P(\text{selecting } \Pi_i \phi_1(r/s)) = U_{r/s}(0) \). Conditioning on the first step, \( U(x) = U_{r/s}(x) \) satisfies the following homogeneous difference equation and boundary conditions:

\[
(1.4.1) \quad U(x) = p \, U(x+t) + q \, U(x-r), \quad -sd_1 < x < sd_2
\]

\[
U(x) = 0 \quad \text{for} \quad x \leq -sd_1; \quad U(x) = 1, \quad x \geq sd_2 .
\]

Feller (1957) has shown that there exists a unique solution for (1.4.1). Since the actual absorbing states of the walk are the \( s \) points of \( B_1 \cup B_2 = [-sd_1 - r + 1, ..., -sd_1] \cup [sd_2, ..., sd_2 + t - 1] \) we can replace (1.4.1) by

\[
(1.4.2) \quad U(x) = p \, U(x+t) + q \, U(x-r), \quad -sd_1 < x < sd_2
\]

\[
U(x) = 0 \quad x = -sd_1 - r + 1, ..., -sd_1
\]

\[
U(x) = 1 \quad x = sd_2, ..., sd_2 + t - 1 .
\]
The characteristic equation of the generating random variable of this walk is \( f(x) = (1-p)x^{-r} + px^{s-r} \), setting \( f(x) = 1 \) we get

\[
(1.4.3) \quad px^s - x^r + 1-p = 0
\]

Every root \( y \) of \((1.4.3)\) leads to a formal solution of the difference equation in \((1.4.2)\), via \( U(x) = Ay^x \), which can not satisfy the \( s \) boundary conditions. If \((1.4.3)\) has \( s \) distinct roots \( y_1, \ldots, y_s \) then \( U(x) = \sum_{i=1}^{s} A_i y_i^x \) is again a formal solution of \((1.4.2)\), and we can choose \( A_1, \ldots, A_s \) so that it satisfies the boundary conditions. If one of the roots of \((1.4.3)\) \( y_i \) has multiplicity \( j > 1 \) we still have \( s \) constants \( A_1, \ldots, A_s \) since \( y_1^x, xy_1^x, \ldots, x^{j-1} y_1^x \) are all formal solutions of \((1.4.2)\).

Suppose \( p \notdivides r/s \). Equation \((1.4.3)\) has unity as a single root, and exactly one more positive root \( y \). For if we consider \( f(x) = px^s - x^r + 1-p \), then \( f'(x) = x^{r-1}(px^{s-r} - r) \) so that for \( x > 0 \) \( f(x) \) is a decreasing function on \((0, [\frac{r}{ps}]^{s-r})\) and an increasing function on \(([\frac{r}{ps}]^{s-r}, \infty)\).

Further \( f(0) = 1-p > 0 \) and \( f(1) = 0 \) hence if \( p > r/s \), \( f(x) \) crosses the \( x \)-axis at \( 0 < y < 1 \), and if \( p < r/s \) \( f(x) \) crosses the \( x \)-axis at \( y > 1 \).

Define \( g(x) = A_1 + A_2 y^x \) where \( y \notdivides 1 \) is a positive root of \((1.4.3)\) and \( g(-sd_1 - r + 1) = 0, \ g(sd_2) = 1 \). Then \( g(x) \) is a formal solution of the difference equation in \((1.4.2)\) and \( g(x) \geq 0 \) for \( x = -sd_1 - r + 1, \ldots, -sd_1 \) and \( g(x) \geq 1 \) for \( x = sd_2, \ldots, sd_2 + t - 1 \). Thus \( g(x) - U(x) \) is a formal solution of the difference equation in \((1.4.2)\) with non-negative
boundary conditions, hence \( U(x) \leq g(x) \). In a similar manner define 
\( h(x) = A_3 + A_4 \ y^x \) where \( h(-sd_1) = 0 \) and \( h(sd_2 + s - 1) = 1 \). Then 
\( U(x) - h(x) \) is again a formal solution of (1.4.2) with non-negative 
boundary conditions, thus \( U(x) \geq h(x) \). Solving for \( A_1, A_2, A_3, A_4 \), 
with \( p \neq r/s \),
\[
\frac{y^x - y}{s(d_1 + d_2) + t - 1} \leq U(x) \leq \frac{sd_1 + r - 1}{1 - y} \frac{sd_1 + r - 1}{s(d_1 + d_2) + r - 1} .
\]

Then,
\[
(1.4.4) \quad \frac{sd_1}{s(d_1 + d_2) + t - 1} \leq U(0) \leq \frac{sd_1 + r - 1}{1 - y} \frac{sd_1 + r - 1}{s(d_1 + d_2) + r - 1} .
\]

If \( p = r/s \) differentiation of (1.4.3) shows that \( y = 1 \) is a 
double root, and so \( A_5 + A_6 x \) is a formal solution of the difference 
equation in (1.4.2). Repeating the above arguments we find for \( p = r/s \),
\[
(1.4.5) \quad \frac{sd_1}{s(d_1 + d_2) + t - 1} \leq U(0) \leq \frac{sd_1 + r - 1}{s(d_1 + d_2) + r - 1} .
\]

If we make the assumption that \( sd_1 > r \), and \( s(d_1 + d_2) > t \) 
we can write (1.4.4) and (1.4.5) as:
\[
(1.4.6) \quad P(\text{selecting } \Pi|\delta_1^\prime(r/s)) \approx \frac{sd_1}{1 - y} \frac{sd_1}{s(d_1 + d_2)} \quad \text{if } p \neq r/s
\]
\[
(1.4.7) \quad P(\text{selecting } \Pi|\delta_1(r/s)) \approx \frac{d_1}{d_1 + d_2} \quad \text{if } p = r/s
\]
These formulae can also be derived using Wald's identity and assuming the walk ends exactly at one of the boundaries. Using (1.4.6) and (1.4.7) we can get approximations for \( E(M_B | \ell_1 (r/s)) \). For \( p \neq r/s \) \( E(M_B | \ell_1 (r/s)) \) becomes \( \frac{1}{EZ_1} ES_{M_B} \), and if it is assumed we leave L-B at the boundary points -sd_1 or sd_2 we get

\[
ES_{M_B} \simeq sd_2 \, P(\text{accepting } \Pi \| \ell_1 (r/s)) - sd_1 \, P(\text{rejecting } \Pi \| \ell_1 (r/s))
\]

\[
= \frac{s(d_1+d_2)(1-y)}{s(d_1+d_2)(1-y)(1-\frac{s}{s+d_2})} - \frac{s(d_1+d_2)(1-y)}{s(d_1+d_2)(1-y)(1-\frac{s}{s+d_2})}
\]

Thus if \( p \neq r/s \),

\[
(1.4.8) \quad E(M_B | \ell_1 (r/s)) \simeq \frac{s((d_1+d_2)(1-y)}{(p-s)(1-y)(s+d_2)}
\]

For \( p = r/s \) we use \( E(M_B | \ell_1 (r/s)) = (EZ_1^2)^{-1} ES_{M_B}^2 \), which with (1.4.7) gives

\[
(1.4.9) \quad E(M_B | \ell_1 (r/s)) \simeq \frac{s^2 d_1 d_2}{(s-r)r}.
\]

The next lemma demonstrates the well known fact (see Cox and Miller [8]) that the probability a population is not yet absorbed, by the nth stage tend to zero geometrically fast, i.e., \( P(M_B > n) = O(\rho^n) \) for some \( 0 < \rho < 1 \). For the unrestricted random walk defined by (1.3.7) define:

\[
(1.4.10) \quad g(\theta) = \sum_{x \in L} e^{-\theta x} P(0,x)
\]
and

\[
(1.4.11) \quad g_n(\theta) = \sum_{x \in L} e^{-\theta x} P_n(0,x) \quad n > 1.
\]

Then it is well known that \( g_n(\theta) = (g(\theta))^n \).

Lemma (1.4.1).

\[
(1.4.12) \quad P(M_B > m) \leq \begin{cases} 
\theta_1 d_2^m \theta_1 & \text{if } EZ_1 > 0 \\
-\theta_1 d_1^m \theta_1 & \text{if } EZ_1 < 0
\end{cases}
\]

where \( \theta_1 \) is the minimum point of \( g(\theta) \), i.e. \( e^{-\theta_1} = \left( \frac{r}{s-r} \right)^{1/s} \).

Proof. From (1.3.3),

\[
P(M_B > m) = \sum_{x \in \mathcal{L}-B} Q_m(0,x) \leq \sum_{x \in \mathcal{L}-B} P_m(0,x)
\]

since \( P_n(0,x) \) accounts for all walks from 0 to x in n steps, while \( Q_n(0,x) \) accounts for only those which do not leave the boundaries.

Suppose \( \theta > 0 \) and note \( d_2 \) is greater than all points of \( \mathcal{L}-B \). Then

\[
\sum_{x \in \mathcal{L}-B} P_m(0,x) \leq e^{-\theta(x-d_2)} \sum_{x \in \mathcal{L}-B} P_m(0,x) \leq e^{\theta d_2} \sum_{x \in \mathcal{L}} e^{-\theta x} P_m(0,x)
\]

Thus we get

\[
= e^{\theta d_2} g_m(\theta) = e^{\theta d_2} g^m(\theta).
\]
\[ P(M_B > m) \leq e^{9d_2 g^m(\theta)} \]

which is independent of \( \theta > 0 \) and if \( EZ_1 > 0 \) it follows that the minimum point \( \theta_1 \) of \( g(\theta) \) is greater than zero, hence the first inequality of the lemma. For \( EZ_1 < 0 \) a similar argument produces the second inequality which completes the proof.

It is easily seen that for \( \theta_1 = +\ln \left( \frac{r}{s-r} \right) \frac{1-p}{p} \frac{1}{1/s} g(\theta) \) is between 0 and 1. Hence choosing \( \rho = g(\theta_1) \) we have that for \( EZ_1 \neq 0 \)

\[ P(M_B > m) \leq C p^m \]

for an appropriate constant \( C \).

**Corollary (1.4.1).** If \( p \neq r/s \) equation (iii) of (1.2.1) holds for

\[ a_m = rm/s-D_1, \quad b_m = rm/s+D_2. \]

**Proof.** Equation (iii) of (1.2.1) says \( P(\cap_{m=1}^{\infty} [a_m < s_m < b_m]) = 0. \) It will suffice to show \( \lim_{m \to \infty} P(\cap_{m=1}^{m} [a_m < s_m < b_m]) = 0 \), since this implies the above probability. However for any \( m \geq 1 \)

\[ \cap_{m=1}^{m} [a_m < s_m < b_m] = [M_B > m], \quad \text{therefore} \]

\[ P(\cap_{m=1}^{m} [a_m < s_m < b_m]) = P(M_B > m) \leq C p^m \quad \text{for some} \ 0 < p < 1 \]

As \( m \to \infty \) \( P(\cap_{m=1}^{m} [a_m < s_m < b_m]) \to 0 \) which completes the proof.

In the symmetric boundaries case, \( d_1 = d_2 = d \), formulae (1.4.6), (1.4.7), (1.4.8), (1.4.9) simplify to produce a more complete theory.

\[ P(\text{selecting } \pi \gamma_{1}(r/s)) \sim \begin{cases} \frac{1}{sd} & \text{if } p \neq r/s \\ \frac{1}{2} & \text{if } p = r/s \end{cases} \]
\begin{align}
E[M_B|\epsilon_{1}(r/s)] &\approx \frac{sd}{p-s-r} \cdot \frac{1-y^{sd}}{1+y^{sd}} \quad \text{if } p \neq r/s \\
&+ \frac{s^2d^2}{r(s-r)} \quad \text{if } p = r/s
\end{align}

Theorem (1.4.1). Let $p$ be the acceptance probability of any population\, $\Pi$ when the rule $R(1)$ is used. Then for the sequential selection procedure $\mathcal{J}_1(c)$ where $c = ([cm-D], [cm+D])$ and $c = r/s, D > 0$

$$\lim_\infty P(\text{selecting } \Pi|\mathcal{J}_1(c)) = \begin{cases} 0 & p < r/s \\
\frac{1}{2} & p = r/s \\
1 & p > r/s \end{cases}$$

Proof. Suppose $p < r/s$, then from (1.4.4) with $d_1 = d_2 = d$

$$P(\text{selecting } \Pi|\mathcal{J}_1(c)) \leq \frac{1-y^{sd+r-1}}{1-y^{2sd+r-1}}, \text{ where } y > 1 \text{ is a root of (1.4.3)}.$$ 

Then clearly as $d \to \infty$, $\frac{1-y^{sd+r-1}}{1-y^{2sd+s-r-1}} \to 0$ and thus $P(\text{selecting } \Pi|\mathcal{J}_1(c)) \to 0$.

Similarly if $p > r/s$ (1.4.4) gives

$$P(\text{selecting } \Pi|\mathcal{J}_1(c)) \geq \frac{1-y^{sd}}{1-y^{2sd+s-r-1}},$$

where $0 < y < 1$ is a root of (1.4.3). As $d \to \infty$, $y^{sd} \to 0$ and therefore

$$P(\text{selecting } \Pi|\mathcal{J}_1(c)) \to 1.$$ 

Finally, if $p = r/s$ (1.4.5) shows that

$$\frac{sd}{2sd+s-r-1} \leq P(\text{selecting } \Pi|\mathcal{J}_1(c)) \leq \frac{sd+r-1}{2sd+r-1},$$

hence as $d \to \infty$

$$P(\text{selecting } \Pi|\mathcal{J}_1(c)) \to \frac{1}{2}$$

which completes the proof.

Theorem (1.4.2). For any population $\Pi$ under the conditions of the previous theorem, for large $d$ and $p \neq r/s$ we have,
Proof. It is clear that \( \lim_{d \to \infty} \frac{1 - y}{1 + y} \frac{sd}{ps-r} = 1 \) and that the sequences approaches one through positive numbers if \( 0 < y < 1 \), that is if \( ps-r > 0 \), and through negative numbers if \( y > 1 \), that is if \( ps-r < 0 \). Hence for large \( d \) the result follows from (1.4.14). This completes the proof.

Comparisons between exact \( J_1 \) probabilities as given by (1.3.14) and the corresponding approximations in (1.4.13) are found in Table A2 of the appendix for selected values of \( c \) and \( d \). Similar comparisons of the exact expression for \( J_1 \) expectations as given by (1.3.20) and the corresponding approximations in (1.4.14) are found in Table A3.

1.5 A Minimax Approach

The problem stated in Section 1.1 was to select a "small" subset of \( \Pi_1, \ldots, \Pi_k \) which contains the population \( \Pi_k \) (\( \Pi_1 \)) with a probability greater than or equal to \( P^* \), a prescribed probability regardless of the configuration of the means \( \theta_1, \ldots, \theta_k \). It was stated that \( \Pi_k \) (\( \Pi_1 \)) had the largest (smallest) acceptance probability \( p_k \) (\( p_1 \)) associated with \( R_1 \). A class of procedures \( J_1(c) \in C_1 \) has been proposed and certain probabilities and expectations concerning the procedure have been obtained. Consider now the problem of choosing \( \Pi_k \), since choosing \( \Pi_1 \) can be converted into this problem by considering \( q_1 = 1 - p_1 \geq \ldots \geq q_k = 1 - p_k \). To pick a specific \( c \in C_1 \) two constants \( c = r/s \) and \( d \) an integer must be given. Theorem (1.4.1) guarantees
that for any choice of \( c \in (p_{k-1}, p_k) \) there exists a \( d = d(c, \varepsilon) \) such that for any \( \varepsilon > 0 \)

\[(1.5.1) \quad (i) \quad P[CS|\mathcal{A}_1(c)] \geq 1-\varepsilon \]

\[(ii) \quad P[\text{selecting } \Pi_{(k-1)}|\mathcal{A}_1(c)] \leq \varepsilon \]

regardless of the configuration of \( p_1 \leq p_2 \leq \ldots \leq p_k \) and hence the configuration of \( \theta_1 \leq \theta_2 \leq \ldots \leq \theta_{[k]} \). So that for a small enough \( \varepsilon \) the \( P^* \) condition can always be satisfied by choosing an appropriate \( c \in \mathcal{C}_1 \). If we define \( S \) to be the size of the selected subset when the procedure terminates, then using \( r_i = P[\text{selecting } \Pi_{(i)}\mathcal{A}_1(c)] \) we get from Theorem (1.2.2), \( ES = \sum_{i=1}^{k} r_i \leq 1+(k-1)r_{k-1} \). Thus we can replace (1.5.1) by

\[(1.5.2) \quad (i) \quad P[CS|\mathcal{A}_1(c)] \geq 1-\varepsilon \]

\[(ii) \quad 1-\varepsilon < ES \leq 1+(k-1)\varepsilon \]

regardless of the configuration of the means \( \theta_1, \ldots, \theta_k \).

Obviously if for a fixed \( c \in (p_{k-1}, p_k) \) \( d \) is chosen such that (1.5.2) holds then any choice of \( d' > d \) will also satisfy (1.5.2). So that the experimenter has for any \( c \in (p_{k-1}, p_k) \) a countably infinite number of procedures \( c \) which guarantee (1.5.2). It is also clear that (1.5.2) are desirable properties in that the larger the bound on

\( P[CS|\mathcal{A}_1(c)] \)

the smaller the expected number of populations selected. Given two procedures \( c, c' \in \mathcal{C}_1 \) which satisfy (1.5.2), the procedure
which has the smaller expected number of stages is in some sense preferable. Therefore, the experimenter will want to use the \( c \in \mathcal{C}_1 \) if it exists which minimizes,

\[
(1.5.3) \quad \max_{1 \leq i \leq k} E[M_i | \mathcal{O}_i(c)]
\]

over the subclass \( \mathcal{C}_1 \) of procedures satisfying (1.5.2) and where \( M_i \) is the number of stages until population \( \Pi(i) \) (unknown) is tagged. In this section we will show two bounds \( \overline{c} \) and \( c^* \) between which the \( c \) minimizing the approximation to (1.5.3) given in (1.4.15) is found.

Theorem (1.4.2) shows that \( E[M_1 | \mathcal{O}_1(c)] \) is asymptotically proportional to \( d \), so that for a given \( c \in (p_{k-1}, p_k) \) in order to minimize (1.5.3) over all \( d \) such that (1.5.3) is satisfied the experimenter would choose the smallest \( d \). Thus the problem is reduced to finding which \( c \in (p_{k-1}, p_k) \) produces a \( c \in \mathcal{C}_1 \), that minimizes (1.5.3).

Definition (1.5.1). For any rational \( c \in (p_{k-1}, p_k) \) let \( d_1(c) \) be the first positive integer such that \( r_k = 1 - c \), and \( d_2(c) \) be the first positive integer such that \( r_{k-1} = c \). Finally let \( d(c) = \max (d_1(c), d_2(c)) \).

The existence of \( d_1(c) \) and \( d_2(c) \) is guaranteed by Theorem (1.4.1). Then we have the following lemma.

Lemma (1.5.1). \( d_1(c) \) is a non-decreasing function of \( c \), and \( d_2(c) \) is a non-increasing function of \( c \) for \( c \) rational in \( (p_{k-1}, p_k) \).

Proof. For any fixed \( d \) and \( c' < c \), Theorem (1.2.1) implies that

\[
P[\text{selecting } \Pi(i) | \mathcal{O}_i(c')] \geq P[\text{selecting } \Pi(i) | \mathcal{O}_i(c)] \quad \text{for all } i = 1, 2, \ldots, k.
\]

Now for \( d = d_1(c) \), \( P[\text{selecting } \Pi(k) | \mathcal{O}_1(c)] \geq 1 - c \), so that
\[ P \{ \text{selecting } \pi_k \mid \xi_1(c') \} \geq 1 - \epsilon. \] However, \( d_1(c') \) was defined to be the smallest integer satisfying this inequality therefore \( d_1(c') \leq d_1(c) \).

Similarly for fixed \( d = d_2(c') \) \[ P \{ \text{selecting } \pi_{k-1} \mid \xi_1(c') \} \leq \epsilon, \] therefore \[ P \{ \text{selecting } \pi_{k-1} \mid \xi_1(c) \} \leq \epsilon, \] but \( d_2(c) \) was defined to be the smallest integer satisfying this inequality therefore \( d_2(c') \geq d_2(c) \).

which completes the proof.

Lemma (1.5.2). For some \( c^\ast \in (P_{k-1}, P_k) \)

\[
d(c) = \begin{cases} 
  d_1(c), & c \geq c^\ast \\
  d_2(c), & c \leq c^\ast 
\end{cases}
\]

Proof. Suppose that for some \( c \in (P_{k-1}, P_k) \) \( d(c) = d_1(c) \). If \( c' > c \) then by Lemma (1.5.1) \( d_1(c') \geq d_1(c) \) and \( d_2(c') \leq d_2(c) \). By assumption \( d_1(c) > d_2(c) \) so that \( d_1(c') \geq d_1(c) > d_2(c) \). Since \( d(c) = d_2(c) \) it follows that \( d_2(c') \geq d_1(c') \). Since \( d_1(c) \) is a decreasing function of \( c \), \( d_2(c') \geq d_1(c') \) and so \( d(c') = d_2(c') \). Thus it has been shown that if \( d(c) = d_1(c) \) for \( c \in (P_{k-1}, P_k) \) then \( d(c') = d_1(c') \) for all \( c' \in [c, P_k] \) and if \( d(c) = d_2(c) \) for some \( c \in (P_{k-1}, P_k) \) then \( d(c') = d_2(c') \) for all \( c' \in (P_{k-1}, c] \). Now as \( c \to P_k^- \), then from (1.4.10), \[ P \{ \text{selecting } \pi_k \mid \xi_1(c) \} \to 1/2 \] so that \( d_1(c) \to \infty \), while \( d_2(c) \) approaches its minimum for \( c \in (P_{k-1}, P_k) \). Therefore, for \( c \geq P_k, d(c) = d_1(c) \). Similarly for \( c \geq P_{k-1} \) \( d(c) = d_2(c) \), so there exists a point (or an interval) such that \( d_1(c^\ast) = d_2(c^\ast) \), and the
llows.

\( y(1.5.1) \). \( d(c^*) = \min d(c) \) for \( c \in (p_{k-1}, p_k) \) where \( c^* \) is t such that \( d_1(c^*) = d_2(c^*) \).

At \( c^* \), \( d_1(c^*) = d_2(c^*) \). Suppose \( c > c^* \) then from Lemma (1.4.2), \( l(c) \). But by Lemma (1.4.1) \( d_1(c) \geq d_1(c^*) \). Similarly for \( d(c) = d_2(c) \geq d_2(c^*) \), but \( d(c^*) = d_1(c^*) = d_2(c^*) \) so the y follows.

Border values for \( d_1(c) \) and \( d_2(c) \) can be obtained from by using \( \frac{1}{sd_1} = l - e \) and \( \frac{1}{sd_2} = e \). Thus

\[
\frac{ln \frac{e}{1-e}}{sin \frac{1}{y_k(c)}} = d_1(c) \quad \text{for} \quad c \in (p_{k-1}, p_k)
\]

\[
d_2(c) = \left( \frac{-ln y_k(c)}{ln y_{k-1}(c)} \right) d_1(c) \geq \frac{ln \frac{e}{1-e}}{s ln \frac{1-e}{e}} = d_1(c) \quad \text{for} \quad c \in (p_{k-1}, p_k).
\]

\[
d(c) \approx \begin{cases} 
\frac{ln \frac{e}{1-e}}{s ln y_k(c)} & \text{for} \quad c \geq c^* \\
\frac{ln \frac{e}{1-e}}{s ln y_{k-1}(c)} & \text{for} \quad c \leq c^*
\end{cases}
\]

The unique value of \( c^* \) is given in the following lemma.
Lemma (1.5.4). For \( c \in (p_{k-1}, p_k) \) and large \( d(c) \),

\[
\max_{1 \leq i < k} E[M_1 | \mathcal{F}_1(c)] \begin{cases} 
\frac{d(c)}{c - p_{k-1}} & \text{for } c < \bar{c} \\
\frac{d(c)}{p_k - c} & \text{for } c \geq \bar{c}
\end{cases}
\]

where \( \bar{c} = \frac{p_k + p_{k-1}}{2} \).

Proof. From Theorem (1.4.2), for large values of \( d(c) \) and

\[ c \in (p_{k-1}, p_k) \]

\[ E[M_1 | \mathcal{F}_1(c)] \approx \frac{sd(c)}{|p_i - r|} = \frac{d(c)}{|p_i - c|} \]

where \( c = r/s \). It is clear that since \( c > p_{k-1} \) and \( p_i < p_{k-1} \) for \( i = 1, 2, \ldots, k-2 \) that

\[ |p_i - c| = c - p_i \geq c - p_{k-1} = |p_{k-1} - c| \].

Thus

\[ \max_{1 \leq i < k} E[M_1 | \mathcal{F}_1(c)] = \max(E[M_{k-1} | \mathcal{F}_1(c)], E[M_k | \mathcal{F}_1(c)]) \]

Now \( |p_k - c| = p_k - c \geq c - p_{k-1} \) if and only if \( c \leq \frac{p_k + p_{k-1}}{2} = \bar{c} \). Therefore, for \( c \leq \bar{c} \)

\[ \max_{1 \leq i < k} E[M_1 | \mathcal{F}_1(c)] \approx \frac{d(c)}{c - p_{k-1}} \]

and for \( c \geq \bar{c} \)

\[ \max_{1 \leq i < k} E[M_1 | \mathcal{F}_1(c)] \approx \frac{d(c)}{p_k - c} \], which completes the proof.

Lemma (1.5.5). (1) \( \frac{d_1(c)}{p_k - c} \) is an increasing function of \( c \), and

(2) \( \frac{d_2(c)}{c - p_{k-1}} \) is a decreasing function of \( c \in (p_{k-1}, p_k) \).

Proof. Lemma (1.5.1) shows that \( d_1(c) \) is a non-decreasing function and \( d_2(c) \) is a non-increasing function of \( c \in (p_{k-1}, p_k) \). Now \( p_k - c \) decreases monotonically to 0 as \( c \rightarrow p_k \) and \( c - p_{k-1} \) increases monotonically as \( c \rightarrow p_k \). Thus in (1) the numerator increases and the denominator decreases hence the fraction increases as \( c \) increases; and in (2) the numerator decreases and the denominator increases as \( c \) increases hence the fraction decreases as \( c \) increases. This completes the proof.
Theorem (1.5.1). For \( c \in (p_{k-1}, p_k) \)

\[
\min \max_{c < \bar{c}} \frac{d_1(c)}{c - p_{k-1}} \quad \text{for } c^* \leq \bar{c}
\]

\[
\min_{\bar{c} < c < c^*} \frac{d_2(c)}{p_k - c} \quad \text{for } \bar{c} < c^*
\]

Proof. Suppose \( c^* \leq \bar{c} \), then for \( c \geq \bar{c} \) Lemma (1.5.2) and Lemma (1.5.4)

\[
\max_{1 \leq i \leq k} \frac{d_1(c)}{p_k - c}
\]

show \( \max_{1 \leq i \leq k} E[M_i | \mathcal{A}_1(c)] \)

is an increasing function of \( c \), and thus the minimum for \( c \geq \bar{c} \) occurs at \( c = \bar{c} \). For \( c < c^* \),

Lemma (1.5.2) and Lemma (1.5.4) show \( \max_{1 \leq i \leq k} E[M_i | \mathcal{A}_1(c)] = \frac{d_2(c)}{c - p_{k-1}} \)

which decreases as \( c \) increases, by Lemma (1.5.5), so that the minimum for \( c \leq c^* \) occurs at \( c^* \). Thus it follows that \( \min_{p_{k-1} < c < p_k} \max_{1 \leq i \leq k} \frac{E[M_i | \mathcal{A}_1(c)]}{p_k - c} \)

occurs for some \( c \in [c^*, \bar{c}] \). Since \( c < \bar{c} \) by Lemma (1.5.4)

\[
\min_{c < \bar{c}} \max_{1 \leq i \leq k} \frac{d(c)}{c - p_{k-1}} \quad \text{and since } c > c^*
\]

\[
d(c) = d_1(c) \quad \text{and the first approximation of the theorem follows. A similar argument for } c^* > \bar{c} \text{ will provide the second approximation and hence prove the theorem.}
\]

Corollary (1.5.2). If \( c^* = \bar{c} \),

\[
\min_{p_{k-1} < c < p_k} \max_{1 \leq i \leq k} E[M_i | \mathcal{A}_1(c)] = \frac{d_1(c)}{p_k - c}
\]

\[
= \frac{d_2(\bar{c})}{c - p_{k-1}}
\]

Proof. The proof follows directly from the theorem by allowing \( c^* \to \bar{c} \).
We have shown then that the \( c \in (p_{k-1}, p_k) \) which asymptotically minimizes (1.4.18) is found between \( c^* \) and \( \bar{c} \), and that \( d(c) \) approximated by (1.5.6) then produces a \( c \in C_1'' \), that is a procedure which satisfies (1.5.2). This still leaves the experimenter with the problem of choosing a specific \( c \) if \( c^* \neq \bar{c} \). It will be shown in Section 1.7 that quite often \( c^* \approx \bar{c} \), so that the experimenter will not be "far" from the minimum for any choice of \( c \) between \( \bar{c} \) and \( c^* \). Numerical evidence indicates that if \( \bar{c} \) and \( c^* \) are significantly apart, the minimum takes place at or near \( c^* \). Another advantage to using \( c^* \) is that the approximation of \( d(c^*) \) can be given as a function of \( p_{k-1}, p_k \) and \( \varepsilon \) so that the experimenter need not find the roots \( y_k \) and \( y_{k-1} \) to (1.4.3).

Thus the above discussion suggests that an approximate minimax rule which has certain desirable properties would be \( \varepsilon' (c^*) \) where

\[
\bar{c}^* = \{ [c^* - \bar{d}^*], [c^* + \bar{d}^*] \}
\]

with \( c^* \) as defined in (1.5.7) and (1.5.8) and from (1.5.4)

\[
(1.5.10). \quad D^* = d(c^*) = (1-c^*) \frac{\ln \frac{\varepsilon}{1-\varepsilon}}{\ln \frac{p_{k-1}}{p_k}} = \frac{\ln \frac{\varepsilon}{1-\varepsilon}}{\frac{p_{k-1}}{p_k}} \frac{\frac{1-\varepsilon}{p_{k-1}}}{\frac{1-p_{k-1}}{p_k}}
\]

This of course is not the only choice of at \( c \in C_1 \) available. It depends on the need of the experimenter who may wish to replace (ii) of (1.4.16) by some other condition such as \( r_i \leq \varepsilon \) for some \( i < k-1 \), or he may require less of ES than the bounds given in (ii) of (1.4.7). The use of \( c^*, d^* \) is only one suggestion toward meeting practical requirements of a good sequential test.
1.6 The case $c = \frac{1}{3}$

In this section we consider the case $c = \frac{1}{3}$ in the ordered family $c = ([cm-d_1], [cm+d_2])$ for $c \in (0, 1)$. With $c = \frac{1}{3}$ all the bounds and approximations in Section (1.4) are exact expressions, so that an analytic comparison can be made between the results in Section (1.3) and those in Section (1.4). First however, a closed form expression for $P \{ \text{accepting } \mathcal{N}_1 \text{ at stage } m|s_1(c) \}$ is derived following a method found in Feller [12].

For $c = \frac{1}{3}$ the random walk $R_{im}$ defined by (1.3.7) is generated by $x_1, x_2, \ldots$ where $P[x_j = 1] = p$, $P[x_j = 0] = q$, $p+q=1$, $j \geq 1$. Let $u_n(x) = P[\text{starting at } x, R_{im} \geq 2d_2 \text{ when } -2d_1 < R_{iv} < 2d_2, v = 1, 2, \ldots, m-1]$. By conditioning on the first step and defining the following initial conditions,

$$
(1.6.1) \quad u_0(x) = \begin{cases} 
0 & x < 2d_2 \\
1 & x = 2d_2 
\end{cases}
$$

$$
u_n(-2d_1) = u_n(2d_2) = 0, \quad n \geq 1$$

we can write the following difference equation, satisfying (1.6.1),

$$
(1.6.2) \quad u_{n+1}(x) = p \ u_n(x+1) + q \ u_n(x-1), \quad -2d_1 < x < 2d_2
$$

To convert (1.6.2) into a homogeneous difference equation in one variable, set $U_x(s) = \sum_{n=0}^{\infty} u_n(x) \ s^n$. It is clear that $|U_x(s)| < \infty$ for $|s| < 1$,

since $|U_x(s)| \leq \sum_{n=0}^{\infty} |u_n(x) \ s^n| \leq \frac{1}{1-|s|}$. Also $U_x(s)$ obeys the following
conditions,

\[(1.6.3) \quad U_{2d_2}(s) = 1, \quad U_{-2d_1}(s) = 0.\]

Now multiply both sides of (1.6.2) by \(s^{n+1}\) and sum over \(n\) to get

\[(1.6.4) \quad U_x(s) = ps U_{x+1}(s) + qs U_{x-1}(s), \quad -2d_1 < 2x < 2d_2,\]

a homogeneous difference equation in \(x\) satisfying (1.6.3). To solve (1.6.4) we try solutions of the form \(U_x(s) = \lambda^x(s)\), which when substituted into (1.6.4) gives

\[(1.6.5) \quad ps \lambda^2(s) - \lambda(s) + qs = 0.\]

The roots of (1.6.5) are

\[(1.6.6) \quad \lambda_1(s) = \frac{1 + (1 - 4pqs^2)^{1/2}}{2ps}, \quad \lambda_2(s) = \frac{1 - (1 - 4pqs^2)^{1/2}}{2ps}.\]

Hence \(U_x(s) = A(s) \lambda_1^x(s) + B(s) \lambda_2^x(s)\) where \(A(s)\) and \(B(s)\) are chosen so that \(U_x(s)\) obeys (1.6.3). It is easily seen that

\[(1.6.7) \quad A(s) = \frac{-2d_1(s)}{-\lambda_2(s)} \frac{-2d_1(s)}{-\lambda_2(s)} \frac{2d_2(s)}{2d_2(s) - \lambda_1(s) \lambda_2(s) - \lambda_1(s) \lambda_2} \frac{-2d_1(s)}{-\lambda_2(s)}\]

and
\[ B(s) = \frac{-2d_1(s)}{\lambda_1 \lambda_2 \lambda_2(s) - \lambda_1 \lambda_2 \lambda_1(s)} \cdot \]

Hence,

\[ U_x(s) = \frac{-2d_1(s)\lambda_2(s) - 2d_1(s)\lambda_1(s)}{\lambda_1 \lambda_2 \lambda_2(s) - \lambda_1 \lambda_2 \lambda_1(s)} \]

\[ = \frac{x + 2d_1(s)}{\lambda_2 \lambda_1(s)} = \frac{x + 2d_1(s)}{2(d_1 + d_2)} \cdot \]

Then \( U_x(s) \) is a rational fraction since numerator and denominator are polynomials in \( s \) multiplied by \((1 - 4pqe^2)^{\frac{1}{2}}\). Now define \( \theta \) by \( \frac{1}{\cos \theta} = 2(pq)^{\frac{1}{2}} \) and note \( \lambda_1(s) = (\frac{q}{p})^{\frac{1}{2}} e^{i\theta}, \lambda_1(s) = (\frac{q}{p})^{\frac{1}{2}} e^{-i\theta} \). Therefore we can write,

\[ U_x(s) = \left( \frac{q}{p} \right)^{x-2d_1(s)} \frac{\sin(x + 2d_1(s))\theta}{\sin(2(d_1 + d_2)\theta)} = \left( \frac{q}{p} \right)^{x-2d_2} \frac{Q(s)}{V(s)} \]

where \( Q(s) \) and \( V(s) \) are polynomials in \( s \). Now \( \sin(2(d_1 + d_2)\theta) = 0 \) when \( \theta = \frac{j\pi}{2(d_1 + d_2)}, j = 1, 2, \ldots \), so that \( V(s) = 0 \) when
\[ s = s_j = \frac{1}{\sqrt{pq} \cos \frac{j\pi}{2(d_1 + d_2)}} \quad j = 0, 1, \ldots, 2(d_1 + d_2) \]

For \( j = 0 \) and \( 2(d_1 + d_2) \) we get roots of the numerator. Clearly the term \( j = d_1 + d_2 \) must be disregarded as no number \( s_{(d_1 + d_2)} \) corresponds to it. All other roots \( s \) of \( Q(s) \) will be eliminated automatically later. Note that the degree of \( Q(s) \) is at most one higher than that of \( U(s) \) so that we can write \( \frac{Q(s)}{V(s)} = A + B + \sum_{j=1}^{\alpha - 1} \frac{P_j}{s - s_j} \) where \( \alpha = 2(d_1 + d_2) - 1 \) and \( \Sigma' \) refers to the sum except for \( j = d_1 + d_2 \).

Multiplying \( \frac{Q(s)}{V(s)} \) by \( s - s_j \) and taking the limit as \( s \to s_j \) we get,

\[(1.6.11) \quad p_j = \lim_{j \to s_j} (s - s_j) \frac{Q(s)}{V(s)} = \frac{Q(s_j)}{V'(s_j)} .\]

Now \( \frac{dV(s)}{ds} = \frac{dV}{d\theta} \frac{d\theta}{ds} = (2(d_1 + d_2) \cos 2(d_1 + d_2)\theta) \left[ \frac{1}{2\sqrt{pq}} \frac{\sin \theta}{\cos \theta} \right]^{-1} \), therefore from (1.6.11) the value of \( p_j \) is given by,

\[(1.6.12) \quad p_j = -\sin (x + 2d_1) \frac{j\pi}{2(d_1 + d_2)} \sin \frac{j\pi}{2(d_1 + d_2)} \frac{\cos \frac{j\pi}{2(d_1 + d_2)}}{4(d_1 + d_2) \sqrt{pq} \cos \frac{j\pi}{2(d_1 + d_2)}} .\]
Thus \( \left( \frac{d}{p} \right)^{(z+2d_2)} A_x(s) = A + BS + \sum_{j=1}^{a} \frac{p_j}{s-s_j} \)

\[ = A + BS + \sum_{j=1}^{a} \frac{p_j}{s-j} - \frac{1}{s-j} \frac{l}{s-j} \]

\[ = A + BS + \sum_{k=0}^{\infty} s^k \sum_{j=1}^{a} \frac{p_j}{s^{k+1}} \]

Therefore for \( n > 1 \), and the definition of \( U_x(s) \),

\[ (1.6.13) \quad u_n(x) = \frac{\left( \frac{d}{pq} \right)^{(z+2d_2)} 2(d_1+d_2)-1}{\sqrt{y/pq (d_1+d_2)}} \]

\[ \sin(x+2d_1) \frac{j^n}{2(d_1+d_2)} \sin \frac{j^n}{2(d_1+d_2)} \cos^{n+1} \frac{j^n}{2(d_1+d_2)} 2^{n+1} (pq)^{\frac{n+1}{2}} \]

\[ = \sum_{j=1}^{2n+2d_2-2z} \frac{2^{n}}{2^{d_1+d_2}} \frac{2^{n}}{2^{d_1+d_2}} \frac{2^{n}}{2^{d_1+d_2}} \]

\[ = \sum_{j=1}^{2n+2d_2-2z} \cos^{n-1} \frac{j^n}{2(d_1+d_2)} \]

\[ \sin \frac{x+2d_1}{2(d_1+d_2)} \frac{j^n}{2(d_1+d_2)} \sin \frac{j^n}{2(d_1+d_2)} \]

Setting \( x = 0 \) in (1.6.13) and substituting \( p_i \) for \( p \), \( 1 - p_i \) for \( q \) we get the \( P \{ \text{selecting } \lambda(i) \text{ at stage } m_1' \lambda(\frac{1}{3}) \} \) for any \( m > 1 \). In particular in the symmetric boundary case \( d_1 = d_2 = d \),
(1.6.14) \( P\{\text{selecting } \Pi_{(i)} \text{ at stage } m|z_1(\frac{1}{2})\} \)

\[
\frac{n{+}4d}{2} \frac{n{-}4d}{2} \frac{4d{-}1}{4d} \sum_{i=1}^{4d{-}1} (-1)^i \cos^{m-1} \frac{i\Pi}{4d} \sin^{i\Pi} \frac{2\sin^{i\Pi}}{4d} .
\]

The proof of the equivalence of (1.6.14) and Theorem (1.3.1) can be found for the case \( p = \frac{1}{2} \) in Spitzer [36].

Now consider the polynomial in (1.4.3) for \( r = 1, s = 2 \). The roots are easily seen to be \( 1 \) and \( \frac{q}{p} \), thus from (1.4.4) and (1.4.5) we get,

(1.6.15) \( P\{\text{selecting } \Pi|z_1(\frac{1}{2})\} = \frac{1-(\frac{q}{p})^{2d_1}}{1-(\frac{q}{p})^{2(d_1+d_2)}} \) if \( p \neq \frac{1}{2} \),

and

(1.6.16) \( P\{\text{selecting } \Pi|z_1(\frac{1}{2})\} = \frac{d_1}{d_1+d_2} \) if \( p = \frac{1}{2} \).

Also in this case the sets \( B_1^r \) and \( B_2^r \) defined in (1.3.8) and (1.3.9) become \([-2d_1]\) and \([2d_2]\) respectively. Thus the expressions for \( E[M_B|z_1(\frac{1}{2})] \) given in (1.4.8) and (1.4.9) are exact. Hence for the symmetric boundary problem \( d_1 = d_2 = d \) we can write,

(1.6.17) \( P\{\text{selecting } \Pi|z_1(\frac{1}{2})\} = \begin{cases} 
\frac{p}{p \cdot d + q \cdot 2d} & \text{if } p \neq \frac{1}{2} \\
\frac{1}{2} & \text{if } p = \frac{1}{2}
\end{cases} \)

and
If the equation in (1.6.4) is to agree with the result in Theorem (1.3.3) for \( r = 1, s = 2 \) then we must have \( \Delta_p d_{-1} = \Delta_{2d-1}(p^{2d} + q^{2d}) \)

where \( \Delta_j \) as given in Lemma (1.3.3), is \( \sum_{i=0}^{n} (-1)^i \binom{j-i}{i} \delta^i \) with \( \delta = p(1-p) \) and \( n = \left[ \frac{1}{2} \right] \). By expanding several terms it can be seen that the equality,

\[
(1.6.19) \quad \sum_{i=0}^{2d-1} (-1)^i \binom{2d-1-i}{i} \delta^i = \sum_{i=0}^{d-1} (-1)^i \binom{2d-1-i}{i} \delta^i \]

holds. The proof of (1.6.19) follows from Theorem (1.6.1) below and the equivalence of the two probabilistic arguments of Sections (1.3) and (1.4).

So for completeness we prove that \( \sum_{i=0}^{d} (-1)^i \binom{d-i}{i} \frac{2d}{2d-1} \delta^i = p^{2d} + q^{2d} \).

First we need the following lemma.

Lemma (1.6.1).

\[
(1.6.20) \quad \sum_{j \geq 2j-n} \binom{n}{j-n} \binom{j}{n-1} = \binom{u+1}{n-1} \]

Proof. Let \( <x^n> f(x) \) stand for the coefficient of \( x^n \) in the expansion of \( f(x) \). Then \( \sum_{j} \binom{n}{2j-u} (-1)^{j-n+1} \binom{n}{u-2j+n} = <x^{u-n+2}> (1-x^2)^{-n} (1+x)^n \)

\( = <x^{u-n+2}> (1-x)^{-n} \)

\( = (u-n+2)! (-1)^{u-n+2} \).
Now apply the fact that \((-1)^{\binom{n}{k}} = \binom{n+k-1}{k}\) to both sides of the equality and the lemma follows.

Theorem (1.6.1).

\[
(1.6.21) \quad \sum_{i=0}^{d} (-1)^{d} \binom{2d-i}{i} \frac{2d}{2d-1} (p(1-p))^i = p^{2d} + (1-p)^{2d}, \quad d \geq 1.
\]

Proof. It is obvious that the coefficient of \(p^a\) on both sides of (1.6.21) is 2, hence it is enough to show that the coefficient of \(p^a\) of the left hand side is \((-1)^{a} \binom{2d}{a}\) \(a = 0, 1, \ldots, 2d-1\). Now

\[
\begin{align*}
\langle p^a \rangle \text{ LHS} &= \sum_{i=0}^{\infty} (-1)^{d} \binom{2d-i}{i} \binom{i}{a-i} (-1)^{a-i} \\
&= (-1)^{a} 2d \sum_{i=0}^{\infty} \frac{(2d-i-1)!}{(2d-2i)! (a-1)!(2i-a)!} \\
&= (-1)^{a} 2d \sum_{i=0}^{\infty} \frac{(2d-a)!}{(2d-2i)! (2i-a)!} \frac{(2d-i-1)!}{(a-1)!(2d-a-1)!} \frac{(2d-a-1)!}{(2d-a)!} \\
&= (-1)^{a} \frac{2d}{2d-a} \sum_{i=0}^{\infty} \frac{(2d-a)}{2d-2i} \frac{(2d-1-i)}{2d-a-1} \\
&= \frac{\sum_{i=0}^{2d-a} (-1)^{i} \binom{2d-1-i}{i} \frac{2d}{2d-1} \delta^i}{\sum_{i=0}^{2d-a} (-1)^{i} \binom{2d-1-i}{i} \frac{2d}{2d-1} \delta^i} = \frac{\sum_{i=0}^{2d-a} (-1)^{i} \binom{2d-1-i}{i} \frac{2d}{2d-q2d} \delta^i}{\sum_{i=0}^{2d-a} (-1)^{i} \binom{2d-1-i}{i} \frac{2d}{2d-1} \delta^i}.
\end{align*}
\]

Now let \(i = 2d-j-1\) and apply (1.6.20) and the theorem follows.

We have showed that \(P\{\text{selecting } \Pi | \phi_1^d(\frac{1}{2})\} = \frac{p^{2d} \Delta_{N-2d}}{\Delta_N}\)

\[
\begin{align*}
&= \frac{\sum_{i=0}^{2d} (-1)^{i} \binom{2d-1-i}{i} \frac{2d}{2d-1} \delta^i}{\sum_{i=0}^{2d} (-1)^{i} \binom{2d-1-i}{i} \frac{2d}{2d-1} \delta^i} \\
&= \frac{\sum_{i=0}^{2d} (-1)^{i} \binom{2d-1-i}{i} \frac{2d}{2d-q2d} \delta^i}{\sum_{i=0}^{2d} (-1)^{i} \binom{2d-1-i}{i} \frac{2d}{2d-1} \delta^i}.
\end{align*}
\]
so that the expression derived in Section 1.3 agrees with that derived in Section 1.4.

1.7 Some Sample Size Comparisons of $\mathcal{S}$ and $R(n)$

A. Introduction

In this section we offer some numerical comparisons between the procedures $\mathcal{S}$ and $R(n)$. Comparisons are difficult in general because analytic expressions involving the two procedures are not available, and because of the small number of tables available on the performance of $R(n)$. Two special configurations of the means $\theta_1, \theta_2, \ldots, \theta_k$ will be considered. The first is called the "slippage configuration", that is,

\[(1.7.1) \quad \theta[1] = \theta[2] = \cdots = \theta[k-1] = \theta, \quad \theta[k] = \theta + \delta, \quad \delta > 0 .\]

Tables of $P(\text{selecting } \pi_i | R(n))$ have been tabulated in this case for selected values of $P^*, k, n,$ and $\delta$ by Deely and Gupta [10]. The second configuration called the "equally-spaced means" configuration is,

\[(1.7.2) \quad \theta[1] = \theta, \quad \theta[2] = \theta + \delta, \quad \theta[3] = \theta + 2\delta, \ldots, \theta[10] = \theta + (k-1)\delta, \quad \delta > 0 .\]

Tables of $P(\text{selecting } \pi_i | R(n))$ have been tabulated in this case for selected values of $P^*, k, n,$ and $\delta$ by Gupta [22].

For any multiple-decision rule $R$, consider the following inequalities, for $0 < \varepsilon < 1$,

\[(1.7.3) \quad (i) \quad P(\text{CS} | R) \geq 1 - \varepsilon \]

\[(ii) \quad 1 - \varepsilon < E[S | R] \leq 1 + (k-1)\varepsilon .\]
TABLE 1

Values of \( \hat{c} \) and \( c^* \) for the Slippage Problem

for the Normal Population: \( P^* = .75 \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>( \hat{c} )</th>
<th>( \hat{c} )</th>
<th>( \hat{c} )</th>
<th>( \hat{c} )</th>
<th>( \hat{c} )</th>
<th>( \hat{c} )</th>
<th>( \hat{c} )</th>
<th>( \hat{c} )</th>
<th>( \hat{c} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>.7500</td>
<td>.7495</td>
<td>.7480</td>
<td>.7450</td>
<td>.7420</td>
<td>.7370</td>
<td>.7315</td>
<td>.7020</td>
<td>.6060</td>
</tr>
<tr>
<td></td>
<td>.7501</td>
<td>.7499</td>
<td>.7499</td>
<td>.7489</td>
<td>.7489</td>
<td>.7474</td>
<td>.7430</td>
<td>.7421</td>
<td>.7213</td>
</tr>
<tr>
<td>3</td>
<td>.7530</td>
<td>.7555</td>
<td>.7595</td>
<td>.7625</td>
<td>.7645</td>
<td>.7650</td>
<td>.7640</td>
<td>.7490</td>
<td>.6580</td>
</tr>
<tr>
<td></td>
<td>.7531</td>
<td>.7558</td>
<td>.7607</td>
<td>.7654</td>
<td>.7699</td>
<td>.7735</td>
<td>.7762</td>
<td>.7841</td>
<td>.7794</td>
</tr>
<tr>
<td>4</td>
<td>.7540</td>
<td>.7575</td>
<td>.7640</td>
<td>.7695</td>
<td>.7735</td>
<td>.7765</td>
<td>.7780</td>
<td>.7700</td>
<td>.6865</td>
</tr>
<tr>
<td></td>
<td>.7541</td>
<td>.7577</td>
<td>.7651</td>
<td>.7720</td>
<td>.7781</td>
<td>.7839</td>
<td>.7889</td>
<td>.8018</td>
<td>.8042</td>
</tr>
<tr>
<td>5</td>
<td>.7545</td>
<td>.7580</td>
<td>.7675</td>
<td>.7740</td>
<td>.7790</td>
<td>.7830</td>
<td>.7860</td>
<td>.7830</td>
<td>.7060</td>
</tr>
<tr>
<td></td>
<td>.7551</td>
<td>.7592</td>
<td>.7685</td>
<td>.7763</td>
<td>.7832</td>
<td>.7899</td>
<td>.7961</td>
<td>.8127</td>
<td>.8207</td>
</tr>
<tr>
<td>6</td>
<td>.7545</td>
<td>.7585</td>
<td>.7680</td>
<td>.7760</td>
<td>.7820</td>
<td>.7870</td>
<td>.7905</td>
<td>.7916</td>
<td>.7200</td>
</tr>
<tr>
<td></td>
<td>.7551</td>
<td>.7597</td>
<td>.7964</td>
<td>.7782</td>
<td>.7861</td>
<td>.7936</td>
<td>.8001</td>
<td>.8201</td>
<td>.8328</td>
</tr>
<tr>
<td>7</td>
<td>.7550</td>
<td>.7590</td>
<td>.7700</td>
<td>.7775</td>
<td>.7845</td>
<td>.7900</td>
<td>.7940</td>
<td>.7980</td>
<td>.7305</td>
</tr>
<tr>
<td></td>
<td>.7556</td>
<td>.7602</td>
<td>.7790</td>
<td>.7797</td>
<td>.7885</td>
<td>.7963</td>
<td>.8033</td>
<td>.8254</td>
<td>.8396</td>
</tr>
<tr>
<td>8</td>
<td>.7550</td>
<td>.7600</td>
<td>.7705</td>
<td>.7795</td>
<td>.7865</td>
<td>.7925</td>
<td>.7970</td>
<td>.8030</td>
<td>.7400</td>
</tr>
<tr>
<td></td>
<td>.7556</td>
<td>.7612</td>
<td>.7714</td>
<td>.7816</td>
<td>.7916</td>
<td>.7987</td>
<td>.8060</td>
<td>.8246</td>
<td>.8463</td>
</tr>
<tr>
<td>9</td>
<td>.7550</td>
<td>.7600</td>
<td>.7710</td>
<td>.7800</td>
<td>.7875</td>
<td>.7940</td>
<td>.7995</td>
<td>.8065</td>
<td>.7470</td>
</tr>
<tr>
<td></td>
<td>.7556</td>
<td>.7612</td>
<td>.7719</td>
<td>.7820</td>
<td>.7913</td>
<td>.8000</td>
<td>.8083</td>
<td>.8327</td>
<td>.8526</td>
</tr>
<tr>
<td>10</td>
<td>.7555</td>
<td>.7605</td>
<td>.7700</td>
<td>.7815</td>
<td>.7890</td>
<td>.7955</td>
<td>.8010</td>
<td>.8095</td>
<td>.7535</td>
</tr>
<tr>
<td></td>
<td>.7560</td>
<td>.7617</td>
<td>.7729</td>
<td>.7835</td>
<td>.7927</td>
<td>.8614</td>
<td>.8696</td>
<td>.8350</td>
<td>.8565</td>
</tr>
<tr>
<td>25</td>
<td>.7560</td>
<td>.7620</td>
<td>.7745</td>
<td>.7855</td>
<td>.7955</td>
<td>.8035</td>
<td>.8110</td>
<td>.8280</td>
<td>.7965</td>
</tr>
<tr>
<td></td>
<td>.7566</td>
<td>.7632</td>
<td>.7733</td>
<td>.7874</td>
<td>.7989</td>
<td>.8089</td>
<td>.8189</td>
<td>.8505</td>
<td>.8864</td>
</tr>
<tr>
<td>50</td>
<td>.7570</td>
<td>.7625</td>
<td>.7760</td>
<td>.7875</td>
<td>.7975</td>
<td>.8070</td>
<td>.8150</td>
<td>.8360</td>
<td>.8190</td>
</tr>
<tr>
<td></td>
<td>.7570</td>
<td>.7637</td>
<td>.7768</td>
<td>.7894</td>
<td>.8008</td>
<td>.8123</td>
<td>.8226</td>
<td>.8573</td>
<td>.9010</td>
</tr>
<tr>
<td>( k \backslash \xi )</td>
<td>0.05</td>
<td>0.10</td>
<td>0.20</td>
<td>0.30</td>
<td>0.40</td>
<td>0.50</td>
<td>0.60</td>
<td>1.00</td>
<td>2.00</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2</td>
<td>.9000</td>
<td>.8995</td>
<td>.8980</td>
<td>.8950</td>
<td>.8910</td>
<td>.8860</td>
<td>.8800</td>
<td>.8470</td>
<td>.7215</td>
</tr>
<tr>
<td></td>
<td>.9001</td>
<td>.9000</td>
<td>.8988</td>
<td>.8990</td>
<td>.8982</td>
<td>.8973</td>
<td>.8961</td>
<td>.8903</td>
<td>.8602</td>
</tr>
<tr>
<td>3</td>
<td>.9015</td>
<td>.9030</td>
<td>.9045</td>
<td>.9050</td>
<td>.9045</td>
<td>.9035</td>
<td>.9010</td>
<td>.8805</td>
<td>.7760</td>
</tr>
<tr>
<td></td>
<td>.9016</td>
<td>.9033</td>
<td>.9057</td>
<td>.9077</td>
<td>.9094</td>
<td>.9114</td>
<td>.9117</td>
<td>.9124</td>
<td>.8952</td>
</tr>
<tr>
<td>4</td>
<td>.9025</td>
<td>.9040</td>
<td>.9075</td>
<td>.9090</td>
<td>.9105</td>
<td>.9105</td>
<td>.9095</td>
<td>.8855</td>
<td>.8040</td>
</tr>
<tr>
<td></td>
<td>.9026</td>
<td>.9043</td>
<td>.9085</td>
<td>.9113</td>
<td>.9147</td>
<td>.9170</td>
<td>.9189</td>
<td>.9223</td>
<td>.9146</td>
</tr>
<tr>
<td>5</td>
<td>.9025</td>
<td>.9045</td>
<td>.9085</td>
<td>.9115</td>
<td>.9130</td>
<td>.9140</td>
<td>.9140</td>
<td>.9035</td>
<td>.8210</td>
</tr>
<tr>
<td></td>
<td>.9026</td>
<td>.9047</td>
<td>.9094</td>
<td>.9136</td>
<td>.9167</td>
<td>.9200</td>
<td>.9226</td>
<td>.9274</td>
<td>.9221</td>
</tr>
<tr>
<td>6</td>
<td>.9025</td>
<td>.9050</td>
<td>.9095</td>
<td>.9125</td>
<td>.9150</td>
<td>.9160</td>
<td>.9165</td>
<td>.9095</td>
<td>.8335</td>
</tr>
<tr>
<td></td>
<td>.9026</td>
<td>.9052</td>
<td>.9104</td>
<td>.9144</td>
<td>.9186</td>
<td>.9216</td>
<td>.9244</td>
<td>.9324</td>
<td>.9274</td>
</tr>
<tr>
<td>7</td>
<td>.9030</td>
<td>.9055</td>
<td>.9100</td>
<td>.9140</td>
<td>.9160</td>
<td>.9180</td>
<td>.9190</td>
<td>.9135</td>
<td>.8430</td>
</tr>
<tr>
<td></td>
<td>.9030</td>
<td>.9057</td>
<td>.9109</td>
<td>.9159</td>
<td>.9194</td>
<td>.9231</td>
<td>.9266</td>
<td>.9348</td>
<td>.9314</td>
</tr>
<tr>
<td>8</td>
<td>.9030</td>
<td>.9060</td>
<td>.9105</td>
<td>.9145</td>
<td>.9170</td>
<td>.9195</td>
<td>.9205</td>
<td>.9160</td>
<td>.8505</td>
</tr>
<tr>
<td></td>
<td>.9030</td>
<td>.9062</td>
<td>.9113</td>
<td>.9163</td>
<td>.9202</td>
<td>.9246</td>
<td>.9277</td>
<td>.9363</td>
<td>.9345</td>
</tr>
<tr>
<td>9</td>
<td>.9030</td>
<td>.9060</td>
<td>.9110</td>
<td>.9150</td>
<td>.9180</td>
<td>.9205</td>
<td>.9215</td>
<td>.9185</td>
<td>.8505</td>
</tr>
<tr>
<td></td>
<td>.9030</td>
<td>.9062</td>
<td>.9118</td>
<td>.9168</td>
<td>.9212</td>
<td>.9253</td>
<td>.9285</td>
<td>.9378</td>
<td>.9370</td>
</tr>
<tr>
<td>10</td>
<td>.9030</td>
<td>.9060</td>
<td>.9110</td>
<td>.9150</td>
<td>.9185</td>
<td>.9210</td>
<td>.9230</td>
<td>.9210</td>
<td>.8615</td>
</tr>
<tr>
<td></td>
<td>.9030</td>
<td>.9062</td>
<td>.9118</td>
<td>.9168</td>
<td>.9216</td>
<td>.9257</td>
<td>.9299</td>
<td>.9401</td>
<td>.9390</td>
</tr>
<tr>
<td>25</td>
<td>.9030</td>
<td>.9062</td>
<td>.9115</td>
<td>.9170</td>
<td>.9215</td>
<td>.9245</td>
<td>.9275</td>
<td>.9310</td>
<td>.8950</td>
</tr>
<tr>
<td></td>
<td>.9030</td>
<td>.9062</td>
<td>.9122</td>
<td>.9186</td>
<td>.9243</td>
<td>.9288</td>
<td>.9336</td>
<td>.9496</td>
<td>.9524</td>
</tr>
<tr>
<td>50</td>
<td>.9040</td>
<td>.9075</td>
<td>.9135</td>
<td>.9190</td>
<td>.9235</td>
<td>.9275</td>
<td>.9305</td>
<td>.9365</td>
<td>.9130</td>
</tr>
<tr>
<td></td>
<td>.9040</td>
<td>.9077</td>
<td>.9142</td>
<td>.9205</td>
<td>.9262</td>
<td>.9317</td>
<td>.9362</td>
<td>.9510</td>
<td>.9646</td>
</tr>
</tbody>
</table>
For example for \( k = 6 \) and \( \delta = .40 \) the \( c \) which minimizes \( M \) satisfies \( c = .7820 \leq c \leq .7861 = \bar{c} \). Numerically, for small \( \delta \), \( c^* \approx \bar{c} \) while as \( \delta \) increases \( c^* \) becomes larger than \( \bar{c} \). The table indicates that for any \( \delta > 0.10 \) the maximum difference occurs for \( k = 2 \), and that this difference increases with \( \delta \) and decreases with \( k \). Table 2 which gives the same values as Table 1 for \( P^* = .90 \) shows the same general behavior. It was stated in Section 1.5 that whenever \( c^* \) and \( \bar{c} \) were significantly apart the procedure using \( c^* \) was better than the procedure using \( \bar{c} \) in the following sense, that \( (c^*, d(c^*)) \) gives a smaller value of \( M \) than \( (\bar{c}, d(\bar{c})) \). This was based on numerical evidence such as given in Table 3. For \( P^* = .75 \) and \( \delta = 1.0 \) and 2.0 Table 3 presents a comparison of \( \lambda_1(\bar{c}) \) and \( \lambda_1(c^*) \) for selected values of \( k \).

The upper number is the approximate value of \( \max_{1 \leq i \leq k} E[M_1|\lambda_1(\bar{c})] \) and the lower number is the approximate value of \( \max_{1 \leq i \leq k} -E[M_1|\lambda_1(c^*)] \) both as given in (1.4.14). In each case \( \max_{1 \leq i \leq k} E[M_1|\lambda_1(\bar{c})] \geq \max_{1 \leq i \leq k} E[M_1|\lambda_1(c^*)] \).

For example for \( \delta = 2.0 \), \( k = 6 \) \( \max_{1 \leq i \leq k} E[M_1|\lambda_1(c^*)] = 9.4 < 10.9 = \max_{1 \leq i \leq k} E[M_1|\lambda_1(\bar{c})] \). Of course both procedures satisfy (1.7.3) with \( \epsilon = .001 \).

For \( P^* = .75 \), Table 4 compares \( M \) with \( n \) when \( \lambda_1(c^*) \) and \( R(n) \) satisfy (1.7.3). The upper value is the expected sample size \( M \) while the middle value is the fixed-sample size \( n \). The lower value gives the ratio of \( M \) to \( n \). The smaller the ratio the more inclined we are to use \( \lambda_1(c^*) \) over \( R(n) \). The savings in the number of samples needed to achieve (1.7.3) with \( \epsilon = .001 \) using \( \lambda_1(c^*) \) over \( R(n) \) vary for different values of \( k \) from better than 50% to 25% for \( \delta \leq .50 \) to less of a saving for \( .50 \leq \delta \leq 1 \). For large values of \( \delta \), such as
TABLE 3

Expected Sample Size Comparisons Between \( \chi_1(c) \) and \( \chi_1(c^*) \)
for the Normal Population: \( P^* = .75 \)

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>25</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>16.5</td>
<td>22.8</td>
<td>27.0</td>
<td>30.0</td>
<td>36.9</td>
<td>34.0</td>
<td>35.3</td>
<td>36.3</td>
<td>37.8</td>
<td>44.8</td>
<td>48.4</td>
</tr>
<tr>
<td>1.1</td>
<td>16.1</td>
<td>22.1</td>
<td>26.1</td>
<td>29.0</td>
<td>31.2</td>
<td>32.8</td>
<td>34.2</td>
<td>35.2</td>
<td>36.4</td>
<td>43.7</td>
<td>46.7</td>
</tr>
<tr>
<td>2.0</td>
<td>5.8</td>
<td>7.2</td>
<td>8.5</td>
<td>9.5</td>
<td>10.4</td>
<td>10.9</td>
<td>11.7</td>
<td>12.0</td>
<td>12.0</td>
<td>16.6</td>
<td>18.4</td>
</tr>
<tr>
<td>2.1</td>
<td>5.1</td>
<td>6.7</td>
<td>7.9</td>
<td>8.7</td>
<td>9.4</td>
<td>10.0</td>
<td>10.6</td>
<td>10.9</td>
<td>11.4</td>
<td>14.8</td>
<td>17.2</td>
</tr>
</tbody>
</table>

\( \delta = 2 \), the fixed sample procedure \( R(n) \) requires less samples than \( \chi_1(c^*) \) to achieve (1.7.3) with \( \epsilon = .001 \) and so is a more preferable procedure.

As an example for \( k = 6 \) populations and \( \delta = 0.4 \), the expected number of samples from each population needed to satisfy (1.7.3) with \( \epsilon = .001 \) using \( \chi_1(c^*) \) is 172.5 or a total of 1035 observations, while using \( R(n) \) a sample of 248.1 must be taken from each population, a total of 1488.6 observations needed to satisfy (1.7.3) with \( \epsilon = .001 \). This is better than a 30% savings in using \( \chi_1(c^*) \).

Table 5 gives the same data as Table 4 but for \( P^* = .90 \). In this case the savings are generally less when using \( \chi_1(c^*) \) over \( R(n) \), and \( \delta \) generally must be much smaller. In general in both tables for a fixed \( k \) as \( \delta \) increases the ratio \( \frac{M}{N} \) increases. For a fixed \( \delta \), \( \frac{M}{N} \) is smallest for \( k = 2 \), while the maximum increases from \( k = 7 \) to \( k = 50 \) as \( \delta \) increases. Thus it appears that \( \chi_1(c^*) \) is a better procedure when the mean that has slipped to the right has not slipped far. Close examination of both tables reveals that the ratio \( \frac{M}{N} \) does not increase
<table>
<thead>
<tr>
<th>k</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
<th>0.60</th>
<th>1.00</th>
<th>2.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5422.7</td>
<td>1315.7</td>
<td>336.6</td>
<td>151.8</td>
<td>87.5</td>
<td>57.3</td>
<td>40.6</td>
<td>16.1</td>
<td>15.1</td>
</tr>
<tr>
<td></td>
<td>11240.0</td>
<td>2810.0</td>
<td>702.5</td>
<td>312.2</td>
<td>175.6</td>
<td>112.4</td>
<td>78.1</td>
<td>28.1</td>
<td>19.7</td>
</tr>
<tr>
<td></td>
<td>1.482</td>
<td>1.468</td>
<td>1.479</td>
<td>1.486</td>
<td>1.498</td>
<td>1.510</td>
<td>1.520</td>
<td>0.573</td>
<td>0.766</td>
</tr>
<tr>
<td>3</td>
<td>7553.9</td>
<td>1922.4</td>
<td>491.4</td>
<td>219.1</td>
<td>124.3</td>
<td>82.0</td>
<td>57.7</td>
<td>22.1</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>13600.0</td>
<td>3460.0</td>
<td>850.0</td>
<td>377.7</td>
<td>212.5</td>
<td>136.0</td>
<td>94.5</td>
<td>34.0</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>1.555</td>
<td>1.556</td>
<td>1.578</td>
<td>1.580</td>
<td>1.585</td>
<td>1.603</td>
<td>1.611</td>
<td>0.650</td>
<td>0.788</td>
</tr>
<tr>
<td>4</td>
<td>9890.1</td>
<td>2418.0</td>
<td>586.1</td>
<td>259.4</td>
<td>148.0</td>
<td>95.6</td>
<td>67.5</td>
<td>26.1</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td>15120.0</td>
<td>3780.0</td>
<td>945.0</td>
<td>420.0</td>
<td>236.2</td>
<td>151.2</td>
<td>102.9</td>
<td>37.8</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>1.654</td>
<td>1.640</td>
<td>1.620</td>
<td>1.618</td>
<td>1.627</td>
<td>1.632</td>
<td>1.656</td>
<td>0.690</td>
<td>0.832</td>
</tr>
<tr>
<td>5</td>
<td>10752.1</td>
<td>2485.3</td>
<td>637.2</td>
<td>284.1</td>
<td>161.6</td>
<td>104.9</td>
<td>74.8</td>
<td>29.0</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>15640.0</td>
<td>3910.0</td>
<td>977.5</td>
<td>434.4</td>
<td>244.4</td>
<td>156.4</td>
<td>108.7</td>
<td>39.1</td>
<td>9.8</td>
</tr>
<tr>
<td></td>
<td>1.687</td>
<td>1.636</td>
<td>1.652</td>
<td>1.654</td>
<td>1.661</td>
<td>1.672</td>
<td>1.688</td>
<td>0.742</td>
<td>0.888</td>
</tr>
<tr>
<td>6</td>
<td>10752.1</td>
<td>2754.5</td>
<td>679.7</td>
<td>305.9</td>
<td>171.5</td>
<td>111.9</td>
<td>84.5</td>
<td>31.2</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>15880.0</td>
<td>3970.0</td>
<td>992.5</td>
<td>441.1</td>
<td>248.1</td>
<td>158.8</td>
<td>110.4</td>
<td>39.7</td>
<td>9.9</td>
</tr>
<tr>
<td></td>
<td>1.677</td>
<td>1.694</td>
<td>1.685</td>
<td>1.696</td>
<td>1.691</td>
<td>1.705</td>
<td>1.765</td>
<td>0.786</td>
<td>0.948</td>
</tr>
<tr>
<td>7</td>
<td>12119.5</td>
<td>2835.3</td>
<td>698.0</td>
<td>317.9</td>
<td>180.1</td>
<td>117.0</td>
<td>84.8</td>
<td>32.8</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>16400.0</td>
<td>4100.0</td>
<td>1025.0</td>
<td>455.5</td>
<td>256.2</td>
<td>164.0</td>
<td>114.0</td>
<td>41.0</td>
<td>10.2</td>
</tr>
<tr>
<td></td>
<td>1.739</td>
<td>1.692</td>
<td>1.678</td>
<td>1.698</td>
<td>1.693</td>
<td>1.713</td>
<td>1.744</td>
<td>0.800</td>
<td>0.980</td>
</tr>
<tr>
<td>8</td>
<td>12695.4</td>
<td>2803.7</td>
<td>708.1</td>
<td>325.3</td>
<td>183.9</td>
<td>120.4</td>
<td>86.4</td>
<td>34.2</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td>16920.0</td>
<td>4230.0</td>
<td>1057.5</td>
<td>470.0</td>
<td>264.4</td>
<td>169.2</td>
<td>117.6</td>
<td>42.3</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td>1.750</td>
<td>1.663</td>
<td>1.670</td>
<td>1.692</td>
<td>1.796</td>
<td>1.712</td>
<td>1.735</td>
<td>0.809</td>
<td>1.000</td>
</tr>
<tr>
<td>9</td>
<td>12695.4</td>
<td>2803.7</td>
<td>749.6</td>
<td>331.1</td>
<td>188.6</td>
<td>126.7</td>
<td>88.9</td>
<td>35.2</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>17440.0</td>
<td>4360.0</td>
<td>1090.0</td>
<td>484.4</td>
<td>272.5</td>
<td>174.4</td>
<td>121.2</td>
<td>43.6</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>1.728</td>
<td>1.643</td>
<td>1.688</td>
<td>1.685</td>
<td>1.692</td>
<td>1.726</td>
<td>1.733</td>
<td>0.807</td>
<td>1.000</td>
</tr>
<tr>
<td>10</td>
<td>13037.6</td>
<td>2960.2</td>
<td>731.4</td>
<td>346.3</td>
<td>192.9</td>
<td>127.2</td>
<td>91.7</td>
<td>36.4</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td>17680.0</td>
<td>4420.0</td>
<td>1105.0</td>
<td>491.1</td>
<td>276.3</td>
<td>176.8</td>
<td>122.9</td>
<td>44.2</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>1.737</td>
<td>1.670</td>
<td>1.662</td>
<td>1.705</td>
<td>1.698</td>
<td>1.719</td>
<td>1.746</td>
<td>0.824</td>
<td>1.027</td>
</tr>
<tr>
<td>25</td>
<td>13037.6</td>
<td>3192.4</td>
<td>817.1</td>
<td>369.7</td>
<td>212.7</td>
<td>143.5</td>
<td>103.5</td>
<td>43.7</td>
<td>14.8</td>
</tr>
<tr>
<td></td>
<td>20440.0</td>
<td>5110.0</td>
<td>1277.5</td>
<td>567.7</td>
<td>319.4</td>
<td>204.4</td>
<td>142.1</td>
<td>51.1</td>
<td>12.8</td>
</tr>
<tr>
<td></td>
<td>0.638</td>
<td>0.682</td>
<td>0.640</td>
<td>0.651</td>
<td>0.666</td>
<td>0.702</td>
<td>0.726</td>
<td>0.855</td>
<td>1.156</td>
</tr>
<tr>
<td>50</td>
<td>13695.1</td>
<td>3096.1</td>
<td>780.9</td>
<td>365.1</td>
<td>220.0</td>
<td>148.1</td>
<td>107.2</td>
<td>46.7</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>21600.0</td>
<td>5400.0</td>
<td>1350.0</td>
<td>599.9</td>
<td>337.5</td>
<td>216.0</td>
<td>150.1</td>
<td>51.0</td>
<td>13.5</td>
</tr>
<tr>
<td></td>
<td>0.634</td>
<td>0.573</td>
<td>0.583</td>
<td>0.609</td>
<td>0.665</td>
<td>0.686</td>
<td>0.714</td>
<td>0.864</td>
<td>1.27</td>
</tr>
</tbody>
</table>
# TABLE 5

Sample Size Comparisons for the Sequential and Fixed Sample-Sized Rules for the Slippage

Configuration for the Normal Population: \( P^* = .90 \)

<table>
<thead>
<tr>
<th>k</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>60</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8786.5</td>
<td>2079.3</td>
<td>542.4</td>
<td>257.6</td>
<td>148.0</td>
<td>97.0</td>
<td>69.2</td>
<td>28.3</td>
</tr>
<tr>
<td>2</td>
<td>15360.0</td>
<td>3840.0</td>
<td>960.0</td>
<td>426.6</td>
<td>240.0</td>
<td>153.6</td>
<td>106.5</td>
<td>38.4</td>
</tr>
<tr>
<td>3</td>
<td>.572</td>
<td>.541</td>
<td>.565</td>
<td>.604</td>
<td>.608</td>
<td>.632</td>
<td>.650</td>
<td>.737</td>
</tr>
<tr>
<td>4</td>
<td>12469.0</td>
<td>3069.0</td>
<td>849.1</td>
<td>385.1</td>
<td>217.9</td>
<td>145.6</td>
<td>100.9</td>
<td>46.4</td>
</tr>
<tr>
<td>5</td>
<td>.716</td>
<td>.704</td>
<td>.779</td>
<td>.795</td>
<td>.800</td>
<td>.835</td>
<td>.833</td>
<td>1.064</td>
</tr>
<tr>
<td>6</td>
<td>14282.3</td>
<td>3781.5</td>
<td>1024.6</td>
<td>477.0</td>
<td>260.5</td>
<td>170.2</td>
<td>122.4</td>
<td>49.1</td>
</tr>
<tr>
<td>7</td>
<td>18600.0</td>
<td>4650.0</td>
<td>1162.5</td>
<td>516.6</td>
<td>290.6</td>
<td>186.0</td>
<td>129.3</td>
<td>46.5</td>
</tr>
<tr>
<td>8</td>
<td>.786</td>
<td>.813</td>
<td>.881</td>
<td>.923</td>
<td>.896</td>
<td>.915</td>
<td>.947</td>
<td>1.056</td>
</tr>
<tr>
<td>9</td>
<td>14282.3</td>
<td>3781.5</td>
<td>1024.6</td>
<td>477.0</td>
<td>260.5</td>
<td>170.2</td>
<td>122.4</td>
<td>49.1</td>
</tr>
<tr>
<td>10</td>
<td>19600.0</td>
<td>4800.0</td>
<td>1225.0</td>
<td>544.3</td>
<td>306.3</td>
<td>196.0</td>
<td>136.2</td>
<td>59.0</td>
</tr>
<tr>
<td>11</td>
<td>.729</td>
<td>.853</td>
<td>.886</td>
<td>.908</td>
<td>.950</td>
<td>.953</td>
<td>.991</td>
<td>1.091</td>
</tr>
<tr>
<td>12</td>
<td>14282.3</td>
<td>4230.0</td>
<td>1148.4</td>
<td>531.2</td>
<td>300.5</td>
<td>201.2</td>
<td>148.8</td>
<td>59.0</td>
</tr>
<tr>
<td>13</td>
<td>20160.0</td>
<td>5040.0</td>
<td>1260.0</td>
<td>559.9</td>
<td>315.0</td>
<td>201.6</td>
<td>140.1</td>
<td>50.4</td>
</tr>
<tr>
<td>14</td>
<td>.708</td>
<td>.839</td>
<td>.911</td>
<td>.949</td>
<td>.994</td>
<td>.998</td>
<td>1.062</td>
<td>1.171</td>
</tr>
<tr>
<td>15</td>
<td>18633.7</td>
<td>4463.5</td>
<td>1148.4</td>
<td>550.7</td>
<td>333.2</td>
<td>219.8</td>
<td>152.7</td>
<td>63.3</td>
</tr>
<tr>
<td>16</td>
<td>20720.0</td>
<td>5180.0</td>
<td>1295.0</td>
<td>575.5</td>
<td>323.8</td>
<td>207.2</td>
<td>144.0</td>
<td>51.8</td>
</tr>
<tr>
<td>17</td>
<td>.899</td>
<td>.962</td>
<td>.887</td>
<td>.957</td>
<td>1.029</td>
<td>1.061</td>
<td>1.060</td>
<td>1.222</td>
</tr>
<tr>
<td>18</td>
<td>18633.7</td>
<td>4653.4</td>
<td>1335.6</td>
<td>566.9</td>
<td>337.9</td>
<td>224.1</td>
<td>161.2</td>
<td>66.8</td>
</tr>
<tr>
<td>19</td>
<td>21040.0</td>
<td>5260.0</td>
<td>1315.0</td>
<td>584.4</td>
<td>328.8</td>
<td>210.4</td>
<td>146.2</td>
<td>52.6</td>
</tr>
<tr>
<td>20</td>
<td>.886</td>
<td>.885</td>
<td>1.016</td>
<td>.970</td>
<td>1.028</td>
<td>1.065</td>
<td>1.103</td>
<td>1.270</td>
</tr>
<tr>
<td>21</td>
<td>18633.7</td>
<td>4653.4</td>
<td>1335.6</td>
<td>589.0</td>
<td>341.6</td>
<td>232.2</td>
<td>167.5</td>
<td>70.0</td>
</tr>
<tr>
<td>22</td>
<td>21320.0</td>
<td>5330.0</td>
<td>1322.5</td>
<td>592.2</td>
<td>333.1</td>
<td>213.2</td>
<td>148.2</td>
<td>53.3</td>
</tr>
<tr>
<td>23</td>
<td>.874</td>
<td>.873</td>
<td>1.002</td>
<td>.995</td>
<td>1.026</td>
<td>1.089</td>
<td>1.130</td>
<td>1.313</td>
</tr>
<tr>
<td>24</td>
<td>18633.7</td>
<td>4653.4</td>
<td>1335.6</td>
<td>599.0</td>
<td>341.6</td>
<td>246.6</td>
<td>168.4</td>
<td>72.0</td>
</tr>
<tr>
<td>25</td>
<td>21680.0</td>
<td>5420.0</td>
<td>1355.0</td>
<td>602.2</td>
<td>338.8</td>
<td>216.8</td>
<td>150.7</td>
<td>54.2</td>
</tr>
<tr>
<td>26</td>
<td>.859</td>
<td>.859</td>
<td>.996</td>
<td>.978</td>
<td>1.008</td>
<td>1.137</td>
<td>1.117</td>
<td>1.328</td>
</tr>
<tr>
<td>27</td>
<td>18633.7</td>
<td>4653.4</td>
<td>1381.8</td>
<td>632.1</td>
<td>383.4</td>
<td>265.6</td>
<td>195.3</td>
<td>86.7</td>
</tr>
<tr>
<td>28</td>
<td>24040.0</td>
<td>6010.0</td>
<td>1520.5</td>
<td>667.7</td>
<td>375.6</td>
<td>240.4</td>
<td>167.1</td>
<td>60.1</td>
</tr>
<tr>
<td>29</td>
<td>.775</td>
<td>.774</td>
<td>.909</td>
<td>.947</td>
<td>1.021</td>
<td>1.105</td>
<td>1.169</td>
<td>1.443</td>
</tr>
<tr>
<td>30</td>
<td>18801.4</td>
<td>5257.6</td>
<td>1338.0</td>
<td>683.3</td>
<td>403.9</td>
<td>278.1</td>
<td>200.2</td>
<td>104.1</td>
</tr>
<tr>
<td>31</td>
<td>25600.0</td>
<td>6400.0</td>
<td>1600.0</td>
<td>711.0</td>
<td>400.0</td>
<td>256.0</td>
<td>177.9</td>
<td>64.0</td>
</tr>
<tr>
<td>32</td>
<td>.734</td>
<td>.821</td>
<td>.836</td>
<td>.961</td>
<td>1.010</td>
<td>1.086</td>
<td>1.125</td>
<td>1.627</td>
</tr>
</tbody>
</table>
monotonically for very small values of \( \delta \), this is due to the fact that \( P_k \) and \( P_{k-1} \) do not vary greatly as \( k \) increases. In fact, for \( P^* = .75 \) and \( \delta = 0.05 \), \( P_k = .763 \), \( P_{k-1} = .748 \) for \( k = 7, 8, \) and \( 9 \) to three significant places. Thus for small \( \delta \) rounding errors play a somewhat bigger role than for larger \( \delta \). Another factor in all tables of this section is that in practice the exact value of \( C^* \) cannot be used to obtain the various results, but a close approximation of \( C^* \) is used instead. This tends to remove some of the apparent monotonicity as well.

C. The Equally-Spaced Means Problem

For the configuration in (1.7.2) equation (1.1.1) becomes,

\[
(1.7.6) \quad p_i = \int_{-\infty}^{\infty} \prod_{j=1}^{k} \phi(x + \delta + (j-i) \delta \frac{\sqrt{n}}{\sigma}) \phi(x) \, dx, \quad i = 1, 2, \ldots, k.
\]

Using tables and extensions of tables in [22] (1.7.6) was evaluated for \( \sigma = 1 \). A numerical comparison of \( \sigma_1'(c^*) \) and \( R(n) \) was carried out using the same method as in Section 1.7B. That is \( M \) and \( N \) were evaluated so that (1.7.3) holds for \( \sigma_1'(c^*) \) and \( R(n) \) with \( \epsilon = .001 \). For \( P^* = .75 \), Table 6 gives the values of \( M, n \) and the ratio \( M/N \) for selected values of \( k \) and \( \delta \). The upper value being \( M \), the middle value being \( n \), and the lower value being the ratio \( M/N \). Table 7 contains the same information for \( P^* = .90 \).

It can be seen from Table 6 that the behavior of the ratio \( M/N \) is similar to that in Table 4 for the slippage configuration. That is the smaller \( \delta \) is the smaller the ratio. In fact for \( k = 2 \) there is a 50% or better saving in the expected number of samples using \( \sigma_1'(c^*) \).
TABLE 6

Sample Size Comparisons for the Sequential and
Fixed Sample-Sized Rules for the Equally-Spaced Means

Configuration for the Normal Population: P* = .75

<table>
<thead>
<tr>
<th>k</th>
<th>6</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
<th>0.60</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>11240.0</td>
<td>2810.0</td>
<td>702.5</td>
<td>312.2</td>
<td>175.6</td>
<td>112.4</td>
<td>78.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.182</td>
<td>.468</td>
<td>.479</td>
<td>.486</td>
<td>.498</td>
<td>.510</td>
<td>.520</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>13440.0</td>
<td>3360.0</td>
<td>840.0</td>
<td>372.3</td>
<td>210.0</td>
<td>134.4</td>
<td>93.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.553</td>
<td>.548</td>
<td>.561</td>
<td>.561</td>
<td>.562</td>
<td>.574</td>
<td>.584</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>14880.0</td>
<td>3720.0</td>
<td>930.0</td>
<td>463.3</td>
<td>232.5</td>
<td>148.8</td>
<td>103.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.555</td>
<td>.590</td>
<td>.593</td>
<td>.605</td>
<td>.607</td>
<td>.608</td>
<td>.623</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>15880.8</td>
<td>3970.0</td>
<td>992.5</td>
<td>441.1</td>
<td>248.1</td>
<td>158.8</td>
<td>110.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.556</td>
<td>.603</td>
<td>.624</td>
<td>.628</td>
<td>.628</td>
<td>.636</td>
<td>.656</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 7

Sample Size Comparisons for the Sequential and
Fixed Sample-Sized Rules for the Equally-Spaced Means

Configuration for the Normal Population: P* = .90

<table>
<thead>
<tr>
<th>k</th>
<th>6</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
<th>0.60</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15360.0</td>
<td>3840.0</td>
<td>960.0</td>
<td>426.6</td>
<td>240.0</td>
<td>153.6</td>
<td>106.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.572</td>
<td>.541</td>
<td>.565</td>
<td>.604</td>
<td>.608</td>
<td>.632</td>
<td>.650</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>17440.0</td>
<td>4360.0</td>
<td>1090.0</td>
<td>484.4</td>
<td>272.5</td>
<td>174.4</td>
<td>121.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.680</td>
<td>.748</td>
<td>.719</td>
<td>.768</td>
<td>.786</td>
<td>.829</td>
<td>.830</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>18640.0</td>
<td>4660.0</td>
<td>1165.0</td>
<td>517.7</td>
<td>291.3</td>
<td>186.4</td>
<td>129.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.774</td>
<td>.814</td>
<td>.826</td>
<td>.887</td>
<td>.890</td>
<td>.936</td>
<td>.956</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>19520.0</td>
<td>4880.0</td>
<td>1220.0</td>
<td>542.2</td>
<td>305.0</td>
<td>195.2</td>
<td>135.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.893</td>
<td>.926</td>
<td>.990</td>
<td>.996</td>
<td>1.02</td>
<td>1.01</td>
<td>1.09</td>
<td></td>
</tr>
</tbody>
</table>
instead of $R(n)$ for $\delta \leq .50$. For a fixed $\delta$ as $k$ increases from 2 to 5 $\frac{M}{N}$ increases. Of course Table 6 only goes to $k = 5$, and since Table 4 showed erratic behavior as $k$ increased to 50 one cannot make a general statement about this monotonic behavior. Table 7 shows the same general behavior but, the savings using $\phi_1(c^*)$ over $R(n)$ are, in general, less.

Thus based on the numerical computations for the slippage configuration and the equally spaced means configuration one conclusion is that $\phi_1(c^*)$ is a more preferable procedure when the means are close and $R(n)$ is a more preferable procedure as any one mean gets significantly larger (or smaller) than the others.
CHAPTER II

A CLASS OF ELIMINATING SEQUENTIAL PROCEDURES

FOR SELECTING THE BEST OF K NORMAL

POPULATIONS WITH COMMON KNOWN VARIANCE

2.1 Definition of the Class of Procedures

In this section the general nature of an eliminating sequential multiple decision procedure will be outlined. As in Chapter I let \( \Pi_1, \Pi_2, \ldots, \Pi_k \) denote \( k \) given normal populations with means \( \theta_1, \theta_2, \ldots, \theta_k \) respectively and a common known variance \( \sigma^2 \). Again the object is to select a small subset of \( \Pi_1, \Pi_2, \ldots, \Pi_k \) so as to guarantee, with a prescribed probability \( P^* \), the population with the largest (or equivalently the smallest) mean is included in the selected subset. The notation of this chapter will be consistent with that of Chapter I.

The class of procedures \( \mathcal{A}_1(c) \) defined in Section 1.1 for all \( c \) satisfying (1.1.2) is a non-eliminating class, that is at each stage of any procedure in the class a sample must be taken from each at the \( k \) populations regardless of the fact that a decision to accept or reject a particular population may have occurred at an earlier stage. Thus, from the point of view of a population about which a decision has been reached the additional samples taken from it are unnecessary. These additional samples are not used to
make a decision about the population they are taken from, but rather
to keep the vector of probabilities \( (p_1, p_2, \ldots, p_k) \) for \( R(1) \) as
defined in (1.1.1) constant from stage to stage of the procedure.

In order to avoid taking these additional samples, a sequential rank-
ing and selection procedure \( \mathcal{J}_2 \) modifying \( \mathcal{J}_1 \) will be defined for a
suitable class of pairs of sequences \( c \). The following definition is
required.

**Definition (2.1.1).** For the procedure \( \mathcal{J}_2 \) to be defined let \( N_1 \) be
that stage of the procedure at which a decision is made, for the first
time, to accept or reject one or more populations. Let \( N_2 \geq N_1 \) be
the next stage of the procedure at which such a decision is made, and
in general let \( N_1 > N_{i-1} \) be the stage of the procedure at which the
ith decision to accept or reject one or more populations is made.

Define \( N \) to be the stage at which the procedure terminates.

It is clear that since there are \( k \) populations to start with
\( N \leq N_k \). In Section 2.2 it is shown that for all \( c \in C_1 \), defined in
Section 1.3, \( N \) is finite with probability one. If for some \( j < k \)
\( N_j = N \) then we take \( N_i = N \) for all \( i > j \).

**Definition (2.1.2).** Let \( k_j \; j=1,2,\ldots,k-1 \) denote the number of
populations undecided upon immediately after stage \( N_j \). Clearly
\( k > k_1 \geq k_2 \geq \cdots \geq k_{k-1} \).

For the procedure \( \mathcal{J}_2 \) as for the procedure \( \mathcal{J}_1 \) it is assumed
that the means are known but that the exact pairing of the ith ranked
mean \( \theta_{[i]} \) to the population it came from is unknown for all
\( i=1,2,\ldots,k \). Again as in Chapter I we need not know the means, but
rather their ranked differences $[\theta[i] - \theta[j]]$. The method by which the test statistics $T_{1m}, T_{2m}, \ldots, T_{km}$, $m \geq 1$ for the procedure $\phi_2$, corresponding to the test statistics $S_{1m}, S_{2m}, \ldots, S_{km}$, $m \geq 1$ for the procedure $\phi_1$ as defined in Section 1.1, are obtained is as follows.

At each stage $m=1, 2, \ldots, N_1$ draw a sample of one from each of the $k$ populations independently of all previous samples. Perform the fixed sample size procedure $R(1)$, as defined in Section 1.1, and define random variables $Y_{1m}, Y_{2m}, \ldots, Y_{km}$ where $Y_{im} = 0$ or $1$ as a failure ($\Pi_{i1}$ is rejected under $R(1)$) or a success ($\Pi_{i1}$ is accepted under $R(1)$) occurs with population $\Pi_{i1}$ on the $m$th stage. Up to this point the procedure is identical to $\phi_1$. However, at stage $N_1$ for the first time a decision to accept or reject one or more of the $k$ populations is made, and there remain $k_1 \leq k - 1$ populations to decide upon. If $k_1 \leq 1$ the procedure $\phi_2$ defined below will terminate and no further samples need be taken. If, however, $k_1 \geq 2$ then for $m=N_1+1, \ldots, N_2$ draw a sample of one, independently of all previous samples, from each of the remaining $k_1$ populations only. Perform $R(1)$ on each of these samples, and define $Y_{11m}, Y_{12m}, \ldots, Y_{1k_1m}$ where $Y_{ijm} = 0$ or $1$ as a failure or a success is obtained for population $\Pi_{i1}$ on the $m$th stage and $\Pi_{i1}, \Pi_{i2}, \ldots, \Pi_{ik_1}$ are the unknown remaining populations. No further samples are taken from populations about which a decision to accept or reject has been made at $N_1$, here then is how $\phi_2$ differs from $\phi_1$.

Now at stage $N_2$ more populations are decided upon and $k_2$ remain. If
\[ k_2 \leq 1 \text{ the procedure will stop. If } k_2 \geq 2 \text{ then for } m = N_2 + 1, \ldots, N_3 \]
a sample of one is taken, independently of all previous samples, from each at the remaining \( k_2 \) populations. \( R(1) \) is performed at each stage and \( Y_{i_1m}, Y_{i_2m}, \ldots, Y_{i_{k_2}m} \) are defined to be 0 or 1 as a failure or a success is obtained from \( \Pi_{i_1}, \ldots, \Pi_{i_{k_2}} \) under \( R(1) \),

where \( \Pi_{i_1}, \ldots, \Pi_{i_{k_2}} \) are the remaining populations yet undecided upon.

The procedure continues in this manner, at each stage sampling only from those populations yet undecided upon until it terminates at the first stage \( N_j \) when \( k_j \leq 1 \).

It is clear from the nature of the sampling, that for each \( i = 1, 2, \ldots, k \) \( Y_{i1}, Y_{i2}, \ldots, Y_{im} \) are independent random variables taking the value 0 or 1, and so for each \( i = 1, 2, \ldots, k \) define \( T_{im} = \sum_{j=1}^{m} Y_{ij} \).

Then for each \( c = ([a_m], [b_m]) \) where

\[(i) \quad a_1 < 0 < a_m \leq a_{m+1}, \quad b_m \leq b_{m+1}, \quad m \geq 1\]

\[(2.11) \quad (ii) \lim_{m \to \infty} a_m = \lim_{m \to \infty} b_m = \infty\]

\[(iii) \quad \mathbb{P}\left( \bigcap_{\nu=1}^{\infty} [a_{\nu} < T_{1\nu} < b_{\nu}] \right) = 0, \quad i = 1, 2, \ldots, k\]

the following procedure is defined.
$\mathcal{A}_2$: For each $i=1,2,\ldots,k$ stop sampling from $\Pi_i$ at the first stage $m \geq 1$ when $T_{im} \not\in (a_m, b_m)$. Accept $\Pi_i$ if $T_{im} > b_m$ and reject $\Pi_i$ if $T_{im} \leq a_m$. If at any stage only one population remains undecided upon accept that population.

$T_{im}$ corresponds to the test statistic $S_{im}$ used for the procedure $\mathcal{A}_1$, but while it is clear that $S_{im}$ is a binomial random variables with parameters $p_i$ and $m$, no such statement can be made about $T_{im}$. This is because the distribution of $Y_{im}$ for $i=1,2,\ldots,k$ is unknown for $m > N_1$. Define now for each $i=1,2,\ldots,k$ and $m \geq 1$

$$p_{im} = P(Y_{im} = 1).$$

Then for $m=1,\ldots,N_1$ and all $i=1,2,\ldots,k$ $p_{im} = p_i$ as defined in (1.1.1), since the two procedures $\mathcal{A}_1$ and $\mathcal{A}_2$ are identical up to stage $N_1$. However for $m > N_1$, following (1.1.1) with $n=1$,

$$p_{im} = \int_{-\infty}^{\infty} \int_{j=1}^{k} \phi(x+d(\theta_{[i]} - \theta_{[j]} \frac{1}{\sigma})) \phi(x) dx, \quad i=1,2,\ldots,k.$$  

(2.1.2)

where $\Pi'$ refers to the fact that there are less than $k-1$ factors

$\phi(x+d(\theta_{[i]} - \theta_{[j]} \frac{1}{\sigma}))$ but how many and which ones remaining is unknown. This depends on which populations are accepted or rejected at $N_1,N_2,\ldots,N_{k-1}$. Clearly since populations are accepted or rejected only at stages $N_j$, $j=1,2,\ldots,k-1$ then for $i=1,2,\ldots,k$, with $N_0 = 0$,

$$p_{im} = p_{iN_j} \quad \text{for } m=N_j+1,\ldots,N_{j+1} \quad \text{and } j=0,\ldots,k-2.$$  

(2.1.3)
It is also clear that as \( m \) goes from \( N_j \) to \( N_{j+1} \) some of the factors \( \bar{\theta}_{i+\theta_j} \) are replaced by 1 so that for \( i=1,2,\ldots,k, \)

\[
(2.1.4) \quad p_i \leq p_{im} \leq p_{im+1}, \quad m \geq 1,
\]

and in particular if \( N_j < N \)

\[
(2.1.5) \quad p_i = p_{iN_j} < p_{iN_2} < \cdots < p_{iN_k}.
\]

Since at \( N_j, j=1,2,\ldots,k-1 \) at least one population must be either accepted or rejected we have the following lower bounds for \( i=1,2,\ldots,k, \)

\[
(2.1.6) \quad \int_{-\infty}^{\infty} \prod_{\ell=j}^{k} \frac{1}{\sigma} \varphi(x + \bar{\theta}_{i+\theta_j}) \varphi(x) dx \leq p_{iN_j} \quad j=1,\ldots,k-1.
\]

Since the distribution of \( T_{im} \) is in general unknown to us, it can be expected that much less information can be derived about the procedure \( \mathcal{S}_2 \). Define for each \( i=1,2,\ldots,k, \)

\[
(2.1.7) \quad r_i^* = P[\text{accepting } \Pi(i) | \mathcal{S}_2(c)].
\]
In general then,

\[(2.1.8) \quad r_k^i = P[cs|\mathcal{A}_2(c)] = \sum_{m=1}^{\infty} P\left( \bigcap_{v=1}^{m-1} \left[ a_v < T(k)^{v} < b_v \right] \cap \left[ T(k)^{m} \geq b_m \right] \right).\]

If as in Chapter I we let \( M_i \) be the stage at which population \( \Pi(i) \) is accepted or rejected then (2.1.1) guarantees that \( E[M_i|\mathcal{A}_2(c)] < \infty \) for all \( i=1,2,\ldots,k \), so that,

\[(2.1.9) \quad P[\text{accept } \Pi_i|\mathcal{A}_2(c)] + P[\text{reject } \Pi_i|\mathcal{A}_2(c)] = 1.\]

2.2. Some Properties of \( \mathcal{A}_2(c) \)

Consider two generic populations \( \Pi \) and \( \Pi' \). Let \( \{Y_m, m \geq 1\} \) and \( \{Y'_m, m \geq 1\} \) be two sequences of independent random variables generated by \( \Pi \) and \( \Pi' \) respectively as shown in Section 2.1.

Suppose \( p_m = P[Y_m = 1] \) and \( p'_m = P[Y'_m = 1] \) and that \( p_m \leq p'_m \) for \( m \geq 1 \). Finally set \( T_m = \sum_{j=1}^{m} Y_j \) and \( T'_m = \sum_{j=1}^{m} Y'_j \), and consider the following lemma.

Lemma (2.2.1). There exists a sequence of independent random variables \( \{U_m, m \geq 1\} \) such that,
(i) \( P[U_m \leq u] = P[Y_m \leq u] \) for all \( u, \ m \geq 1 \), and

(ii) \( P[U_m \leq Y'_m] = 1 \) for \( m \geq 1 \).

Proof. Consider a sequence of independent random variables

\[ \{Z_m, \ m \geq 1\} \text{ where } Z_m \text{ is independent of } Y'_m \text{ for } m \neq n \text{ and} \]

\[ P[Z_m = 1 \mid Y'_m = 1] = \frac{P_m}{P'_m}, \quad P[Z_m = 0 \mid Y'_m = 0] = 1 \text{ for all } m \geq 1. \]

Then as in Lemma (1.2.2) if we set \( U_m = Z_m Y'_m \) for all \( m \geq 1 \) the lemma follows.

Theorem (2.2.1). \( r'_1 \leq r'_2 \leq \cdots \leq r'_{k'} \).

Proof. It will suffice to prove \( r'_1 \leq r'_2 \). For the first \( N_1 \) stages of the procedure, since no populations have been accepted or rejected,

\[ P[Y(1)_m = 1] = p_1 \quad \text{and} \quad P[Y(2)_m = 1] = p_2 \quad \text{for any } m = 1, 2, \ldots, N_1 \]

where \( p_1 \) and \( p_2 \) are defined by (1.1.1) with \( n = 1 \). It was shown in Gupta [22] that \( p_1 \leq p_2 \). For \( m > N_1 \) from (2.1.2)

\[ P[Y(1)_m = 1] = P_{1m} = \int_{-\infty}^{\infty} \prod_{j=2}^{k'} \phi(x + d + (\theta_{[1]} - \theta_{[j]}) \frac{1}{\sigma}) \varphi(x)dx, \]

\[ P[Y(2)_m = 1] = P_{2m} = \int_{-\infty}^{\infty} \prod_{j=1}^{k} \phi(x + d + (\theta_{[2]} - \theta_{[j]}) \frac{1}{\sigma}) \varphi(x)dx. \]

Then at any stage \( m \) before which neither \( \Pi(1) \) or \( \Pi(2) \) have been accepted or rejected since \( \theta_{[1]} \leq \theta_{[2]} \) it is clear that \( p_{1j} \leq p_{2j} \) \( j \leq m \).

Now Lemma (2.2.1) allows us to consider the sequence \( \{Y(1)_m\} \) as bounded above by the sequence \( \{Y(2)_m\} \), i.e. \( P[Y(1)_m \leq Y(2)_m] = 1 \)
for all \( m \geq 1 \). Thus the event \( \bigcap_{\nu=1}^{m-1} [a_\nu < T(1)_\nu < b_\nu] \cap [T(1)_m \geq b_m] \) implies that there exists an \( n=1,2,\ldots,m \) such that the event
\[
\bigcap_{\nu=1}^{n-1} [a_\nu < T(2)_\nu < b_\nu] \cap [T(2)_n \geq b_n]
\]
holds. Therefore it follows that
\[
\bigcap_{\nu=1}^{m-1} [a_\nu < T(1)_\nu < b_\nu] \cap [T_m \geq b_m] \subseteq \bigcup_{n=1}^{m} \bigcap_{\nu=1}^{n-1} [a_\nu < T(2)_\nu < b_\nu] \cap [T(2)_n \geq b_n].
\]

Then taking the union of these events for \( m \geq 1 \), and noting that they are all disjoint events, we have,
\[
x_1^* = \sum_{m=1}^{\infty} \sum_{\nu=1}^{m-1} P\left[ a_\nu < T(1)_\nu < b_\nu \cap T(1)_m \geq b_m \right] \leq \sum_{m=1}^{\infty} \sum_{\nu=1}^{m-1} P\left[ a_\nu < T(2)_\nu < b_\nu \cap T(2)_n \geq b_n \right] = x_2^*.
\]

This completes the proof.

Corollary (2.2.1). The procedure \( \mathcal{L}_2(c) \) is unbiased.

Proof. It follows from Theorem (2.2.1) and (2.1.9) that the probability of rejecting \( \Pi_{(k)} \) is less then or equal to the probability of rejecting any other population. Thus \( \mathcal{L}_2(c) \) is unbiased.

The next theorem corresponds to Theorem (1.2.1) which showed the
monotonicity of procedure $\mathcal{A}_1(c)$ with respect to the ordered pairs $c, c'$ satisfying (1.1.2). Here we consider ordered pairs $c, c'$ which satisfy (2.1.1). The proof of the following theorem follows from Lemma (1.2.1) with the sequence $\{S_m, m \geq 1\}$ replaced by $\{T_m, m \geq 1\}$.

Theorem (2.2.2). If $c, c'$ satisfy (2.1.1) and $c \leq c'$ then,

(i) $P[\text{selecting } \Pi_1|2(c)] \geq P[\text{selecting } \Pi_1|2(c')]$ and

(ii) $P[\text{rejecting } \Pi_1|2(c)] \leq P[\text{rejecting } \Pi_1|2(c')]$.

In particular $P[cs|2(c)] \geq P[cs|2(c')]$.

Proof. Apply Lemma (1.2.1) to $\{T_{km}, m \geq 1\}$ for $k=1,2,\ldots,k$, and note that $P[\text{selecting } \Pi_1|2(c)] = p_2(A)$ as defined in the lemma. This will demonstrate (i) above, and (ii) follows from (i) and (2.1.9). Finally apply (i) to $\Pi(k)$ for the last result which completes the proof.

Thus the behavior of $\mathcal{A}_2$ over an ordered class $C_2$ where $c \in C_2$ satisfies (2.1.1) is the same as $\mathcal{A}_1$ over an ordered class $C_1$ where $c \in C_1$ satisfies (1.1.2).

We would now like to compare procedures $\mathcal{A}_1(c)$ and $\mathcal{A}_2(c)$ for any $c$ satisfying both (1.1.2) and (2.1.1). The existence of such $c$ will be demonstrated for $c = ([cm-d_1], [cm+d_2])$ where $c \in (0,1)$ and is rational, in the last lemma of this section. The main
Theorem of this section compares \( r_1 = P(\text{selecting } \Pi_1 | x_1(c)) \) and \( r_1' = P(\text{selecting } \Pi_1 | x_2(c)) \). Consider any generic population \( \Pi \).

Under \( x_1(c) \) \( \Pi \) generates a sequence of independent, identically
distributed random variables taking the values 0 or 1 as described
in Section 1.1; and under \( x_2(c) \) \( \Pi \) generates a sequence of independent
random variables taking the values 0 or 1 as described in Section 2.1.

If we let \( \{a_m, m \geq 1\} \) be the sequence at partial sums of the vari-
ables generated by \( x_1(c) \) and \( \{T_m, m \geq 1\} \) be the sequence of partial
sums of the variables generated by \( x_2(c) \) then from (2.1.4) and
lemma (2.2.1) with \( p_m = p, m \geq 1 \) it follows that we can consider \( S_m \)
dominated by \( T_m \) by \( P[S_m \leq T_m] = 1 \) for all \( m \geq 1 \).

Following the notation of Section (2.1) define, \( A_m(c) = \)

\[
\bigcap_{\nu=1}^{m-1} \left[ a_{\nu} < S_{\nu} < b_{\nu} \right] \cap \left[ S_m \geq b_m \right],
\]

\( B_m(c) = \bigcap_{\nu=1}^{m-1} \left[ a_{\nu} < T_{\nu} < b_{\nu} \right] \cap \left[ T_m \geq b_m \right] \),

\( P_c(A) = \sum_{m=1}^{\infty} P(A_m(c)) \), and \( P_c(B) = \sum_{m=1}^{\infty} P(B_m(c)) \). Consider the following
lemma.

Lemma (2.2.2). \( P_c(A) \leq P_c(B) \) for all \( c \) satisfying (1.1.2) and
(2.1.2).

Proof. From the above discussion since \( P[S_m \leq T_m] = 1 \) for all \( m \geq 1 \)
clearly \( S_m \geq b_m \subseteq T_m \geq b_m \). The event \( \bigcap_{\nu=1}^{m-1} \left[ a_{\nu} < S_{\nu} < b_{\nu} \right] \) implies
\[ \bigcap_{\nu=1}^{m-1} \left[ a_{\nu} < T_{\nu} < b_{\nu} \right] \] either there exists an \( n=1, \ldots, m-1 \) such that
\[ \bigcap_{\nu=1}^{n-1} \left[ a_{\nu} < T_{\nu} < b_{\nu} \right] \cap [b_n \geq b_n] \] holds. Thus \( A_m(c) \subseteq \cup_{n=1}^{m} B_n(c) \).
Therefore \( P(\bigcup_{m=1}^{\infty} A_m(c)) \leq P(\bigcup_{m=1}^{\infty} B_m(c)) \) but clearly \( A_m(c) \cap A_n(c) = \emptyset \)

and \( B_m(c) \cap B_n(c) = \emptyset \) if \( m \neq n \). Thus \( P(A) \leq P(B) \) and the proof is complete.

**Theorem (2.2.3).** For all \( i=1,2,...,k \), \( r_i \leq r_i' \).

**Proof.** The proof follows immediately from Lemma (2.2.2) since

\[
r_i = \sum_{m=1}^{\infty} P(\bigcap_{v=1}^{m-1} [a_v < s(i)_v < b_v] \cap [s(i)_v \geq b_m]),
\]

and

\[
r_i' = \sum_{m=1}^{\infty} P(\bigcap_{v=1}^{m-1} [a_v < T(i)_v < b_v] \cap [T(i)_m > b_m]).
\]

Thus apply Lemma (2.2.2) with \( \Pi = \Pi(i) \).

**Lemma (2.2.3).** For \( c = ([cm-d_1], [cm+d_2]) \) where \( c \in (0,1) \) is rational and \( d_1, d_2 \) are positive, \( P[N = \infty] = 1 \).

**Proof.** As shown in Section 1.3 we can convert the problem of the first crossing of the sequence \( \{T_{im}, m \geq 1\}, i=1,2,...,k \) out of the interval \((cm-d_1, cm+d_2)\) to that of a one-dimensional random walk \( R'_i = \sum_{i=1}^{m} Y'_i \) on the fixed interval \((-sd_1, sd_2)\) where \( c=r/s \)

and \( P[Y'_{im} = s-r] = p_{im}, P[Y'_{im} = -r] = 1-p_{im} \). Now until \( N_1 \), the first stage at which one or more populations are accepted or rejected \( p_{im} = p_i, i=1,2,...,k \) and the procedures \( \xi_2 \) and \( \xi_1 \) coincide.

However it was shown in Section 1.3 and Section 1.4 that for each \( i=1,2,...,k \) \( E[M_i|\xi(c)] < \infty \) where \( M_i \) is the first stage \( N_i \) is tagged, therefore \( P(N_1 < \infty) = 1 \). From stage \( N_1 \) until stage \( N_2 \)
for those population left we have $P_{j_{1}} = P_{j_{2}}$ for $j=1,2,\ldots,k_{1}$.

Here again we have a random walk on $(-sd_{1},sd_{2})$ for each of the $k_{1}$ remaining populations. The starting point of each of the random walks is some point in $(-sd_{1},sd_{2})$. However, it is well-known (see Cox and Miller [8], Chapter I) that for such random walks the probability of leaving a finite interval in a finite time is one regardless of the starting point, therefore $P[N_{2} < \infty] = 1$. Since there are at most $k-1$ stages at which populations are tagged then the same argument will show that $P[N_{j} < \infty] = 1$ for $j=3,4,\ldots,k-1$. But $N \leq N_{k-1}$, hence $P[N < \infty] = 1$ and the proof of the lemma is complete.

2.3. Some Monte Carlo Results for the Performance of $\mathcal{J}_{2}(c)$ With $c \in C_{1}$

for the Slippage Problem

Since no exact expressions for $P[\text{selecting } \Pi_{1} | \mathcal{J}_{2}(c)]$ and $E[m_{1} | \mathcal{J}_{2}(c)]$ can be obtained, a Monte-Carlo simulation was carried out for five normal populations with common variance $\sigma^{2} = 1$, and certain slippage configurations of the means. A power residue method was used to generate a sequence of pseudo random numbers on $(0,1)$ (see System Bulletin No. 2, Purdue University, Computer Science Department, December 1967.) These uniform random variables were then converted to normal random variables with mean 0 and variance 1 by application of the central limit theorem. They were then adjusted for slippage of the mean. Five and ten thousand simulations of $\mathcal{J}_{2}(c)$ were then carried
out and the number of times a population was accepted was divided by
the number of simulations, which gives an indication of the true prob-
ability of acceptance using \( \phi'_2(c) \).

The results were not conclusive and in only one case was there any
saving in the number of samples needed in using \( \phi'_2(c) \) instead of \( R(n) \).
However, a trend in the behavior of the probabilities and expectations
with respect to \( c \) and \( d \) indicates that there may be savings in many
cases. The first problem is the choice of \( c = ([c-m-d], [c+m+d]) \) with
\( c \in (0,1) \), rational and \( d > 0 \). In Section 2.2 it is shown (Theorem 2.2.3)
that \( r_{i} < r_{i}' \), and in Section 1.5 it is shown that by using \( c^*, d^* \) then
\( r_k \geq 1-\varepsilon, r_i \leq \varepsilon \), i, 1, 2, ... k-1 and the approximate minimum of (1.5.3)
is attained. Hence for \( c^*, d^* \) we have \( P[c^*|\phi'_2(c^*)] \geq 1-\varepsilon \). With
\( \varepsilon = .001 \), the Monte-Carlo technique was applied, and the results appear
in Table 8, where the probability of selection using \( \phi'_1(c^*) \) given by

\[
\text{TABLE 8}
\]

Monte-Carlo Results for the Slippage Problem Using \( c^* \), with \( P^* = .75 \)

<table>
<thead>
<tr>
<th>Configuration of the Means</th>
<th>(0,0,0,0, .4)</th>
<th>(0,0,0,0, .1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Pi(5) )</td>
<td>1.000 (1.000) 79.6</td>
<td>1.000 (1.000) 14.9</td>
</tr>
<tr>
<td>( \Pi(i), i=1,2,3,4 )</td>
<td>.765 (.146) 79.3</td>
<td>.626 (.089) 14.0</td>
</tr>
</tbody>
</table>

the value on the left, and the expected number of samples using \( \phi'_1(c^*) \)
the value on the right. The number in parenthesis gives the value of
\( R(n) \) with \( n \) approximately equal to the expected number of samples
using $\mathcal{J}_2(c^*)$. It is clear that the procedure $\mathcal{J}_2(c^*)$ accepts poor populations with a large probability. One of the reasons for this can be seen in equation (2.12), where $p_{lm}$ is given as a function of the number of populations left after stage $m-1$. It appears that as $k$ decreases $p_{lm}$ increases quickly so that for five populations $p_{lm}$ becomes large at a very fast rate. It may be that for $k$ large the rate at which $p_{lm}$ increases would be slow so that $\mathcal{J}_2(c^*)$ might be a good procedure for $k \geq 25$.

From the definition of $\mathcal{J}_2(c)$, if at any stage only one population remains, that population is accepted. It would then seem reasonable to try and insure that $\Pi_k$ has the largest expected number of stages until absorption so as not to be forced to accept a "poor" population. From Table A3 in the appendix it can be seen that for a fixed $c$, the expected number of stages until absorption is maximized for $p=c$. Also since the family of pairs of sequences $C_1$ is ordered, we can make the initial $p_{lm}, m \leq N_1$ smaller by increasing $c$. Thus the choice $c=p_k$ appears to be a reasonable choice to make. For $p^* = .75$ Table 9 gives results similar to Table 8 for a Monte-Carlo simulation for the configuration $(0,0,0,0,2)$ with $c=p_k$ and several values of $d$.

**TABLE 9**

Monte-Carlo Results for the Slippage Configuration $(0,0,0,0,2)$

<table>
<thead>
<tr>
<th>Pop.</th>
<th>$d$</th>
<th>$d$</th>
<th>$d$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Pi(5)$</td>
<td>.994 (.996) 2.9</td>
<td>1.000 (1.000) 4.6</td>
<td>1.000 (1.000) 6.2</td>
<td>1.000 (1.000) 7.8</td>
</tr>
<tr>
<td>$\Pi(1)$</td>
<td>.130 (.305) 1.8</td>
<td>.210 (.180) 3.3</td>
<td>.266 (.026) 4.9</td>
<td>.311 (.005) 6.6</td>
</tr>
</tbody>
</table>
The values to the right give \( \mathcal{A}_2(p_k) (R(n)) \) selection probabilities and the value to the left gives the expected number of stages until the population is tagged using \( \mathcal{A}_2(p_k) \). \( n \) is taken approximately equal to that value.

It thus appears that for small enough \( d (d = .5) \) there exists in this case a procedure \( \mathcal{A}_2(c) \) which does a bit better than \( R(n) \). This was done for relatively large \( \delta \) and in Chapter I it was shown that \( \mathcal{A}_1(c) \) improved on \( R(n) \) for very small \( \delta \), thus \( \mathcal{A}_2(c) \) may improve with smaller \( \delta \). Table 10 shows the same results as Table 9 for \( \delta = 1 \). It is clear that \( d \) has not been chosen small enough, to obtain favorable results for \( \mathcal{A}_2(p_k) \), if such results exist. However the monotonic behavior of the various probabilities is consistent with Table 9.

TABLE 10

Monte-Carlo Results for the Slippage Configuration (0,0,0,0,1)

Using \( \mathcal{A}_2(p_k) \) with \( p^* = .75 \)

<table>
<thead>
<tr>
<th>Pop.</th>
<th>( d = 2 )</th>
<th>( d = 3 )</th>
<th>( d = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Pi(5) )</td>
<td>.993 (.999) 8.1</td>
<td>.998 (1.000) 10.4</td>
<td>1.000 (1.000) 12.9</td>
</tr>
<tr>
<td>( \Pi_1 &lt; 5 )</td>
<td>.445 (.230) 6.9</td>
<td>.487 (.190) 9.3</td>
<td>.522 (.123) 11.8</td>
</tr>
</tbody>
</table>
CHAPTER III

SOME GENERALIZATIONS AND RELATED PROBLEMS

3.1 Generalizations of the Sequential Procedures $\mathcal{J}_1$ and $\mathcal{J}_2$.

Let $\Pi_1, \Pi_2, \ldots, \Pi_k$ be $k$ populations, each of which has an observable random variable $X_i$ whose distribution $f(x_i; \theta_i)$ depends on a parameter $\theta_i$. The problem stated in the introduction of this thesis is to define sequential procedures which select a small subset of $\Pi_1, \Pi_2, \ldots, \Pi_k$ containing the population whose distribution has the largest (or smallest) parameter value, with a prescribed probability $P^*, \frac{1}{k} < P^* < 1$. Chapters I and II define sequential procedures $\mathcal{J}_1$ and $\mathcal{J}_2$ based on a fixed sample-size procedure $R(n)$, defined in Section 1.1, for the case where $X_i$, $i = 1, 2, \ldots, k$ is a normal random variable with mean $\theta_i$ and known variance $\sigma^2$. In this section the extension of $\mathcal{J}_1$ and $\mathcal{J}_2$ to a wider class of distributions will be discussed. In addition, a generalization of $\mathcal{J}_1$ and $\mathcal{J}_2$ will be proposed. The notation of this section will be consistent with Chapters I and II.

As in Chapter I, after taking a sample of one from each of the $k$ populations and performing the fixed sample-size procedure $R(1)$, we denote a success from population $\Pi_i$ as the event,
\[ x_i \geq x \max - \sigma d \]

where \( x \max = \max (x_1, x_2, \ldots, x_k) \) and \( d \) is a suitably chosen constant. The decision to accept or reject a population \( \Pi_i \) using \( \mathcal{S}_i \) is then based on the statistic \( S_{\text{im}} \), the number of success with \( \Pi_i \) in \( m \) independent trials using \( R(1) \). The evaluation of certain necessary probabilities and expectations concerning the procedure \( \mathcal{S}_i \) depends on knowing \( p_i, i=1,2,\ldots,k \), the probability of a success with \( \Pi_i \). Thus given \( p_1, p_2, \ldots, p_k \), the procedure \( \mathcal{S}_i \) is essentially selecting and ranking \( k \) binomial populations by means of \( S_{\text{im}}, S_{2m}, \ldots, S_{km} \). Therefore the extinction of \( \mathcal{S}_i \) to a larger class of distribution functions depends on the extinction of fixed sample-size procedures \( R(n) \) to those distributions. A discussion of such extinctions can be found in Gupta [23].

Gupta defines decision rules based on functions \( h_b(x) \), where for all \( b \in [0, \omega] \) (or \( [1, \omega] \)) and every \( x \),

(a) \( h_b(x) \geq x \)

(b) \( h_0(x) = x \) (or \( h_1(x) = x \))

(c) \( \lim_{b \to \infty} h_b(x) = \infty \)

(d) \( h_b(x) \) is continues and monotone increasing in \( b \).

Then based on observations \( x_i \) from \( \Pi_i \) he defines procedures \( R_{h_b} \).
as follows.

\[ R_{h_b} : \text{Select } \Pi_i \text{ if and only if } h_b(x_i) \geq x_{\max} \text{ where } b \]

is chosen such that \( \inf_{\Omega} P\{cs | R_{h_b} \} \geq P^* \) and \( \Omega \) is the parameter space.

Given that \( f(x;\theta) \) is stochastically increasing in \( \theta \), i.e., \( F(x;\theta_2) \leq F(x;\theta_1) \) for all \( \theta_2 > \theta_1 \) where \( F(x;\theta) = \int_{-\infty}^{x} f(t;\theta)dt \) under certain other conditions Gupta showed that it is possible to find a unique \( b \) such that \( \inf_{\Omega} P\{cs | R_{h_b} \} = P^* \). The procedure \( R_{h_b} \) also has the following monotonic property. If \( \theta_i \geq \theta_j \), then,

\[ (3.1.2) \quad P\{\text{selecting the population with parameter } \theta_i \} \geq P\{\text{selecting the population with parameter } \theta_j \}. \]

This monotonic ordering of \( \theta_1, \theta_2, \ldots, \theta_k \) is just the property needed to prove most of the lemmas of Section 1.2, so that the procedure \( \theta_1 \) will retain such properties as monotonicity and unbiasedness when extended to the wider class of distributions.

Two important examples occur when \( \theta \) is a location or scale parameter. In these cases it is clear that \( f(x;\theta) \) is stochastically increasing. It has been shown by Gupta [15], [22], [23] and others that the \( \inf_{\Omega} P\{cs | R_{h_b} \} \) occurs when \( \theta_1 = \theta_2 = \ldots = \theta_k = \theta \) and is independent of the value of \( \theta \).
For the location parameter when \( f(x; \theta) = f(x - \theta) \), it is shown in [23] that \( h_b(x) = x + b \), \( b \in [0, \infty) \). An example of this type of distribution is the normal distribution with known variance. Here \( R_{h_b} = R(n) \) as defined in Section 1.1 with \( b = \frac{\sigma d}{\sqrt{n}} \).

For the scale parameter \( f(x; \theta) = \frac{1}{\theta} f(\frac{x}{\theta}) \) and \( h_b(x) = bx, b \in [1, \infty) \). An example of this type of distribution is the gamma distribution.

Based on a sample of \( n \) independent observations from each population, Gupta in [20] defines \( R_{h_b} = b h_b(n) \) as the procedure which selects \( \Pi_i \) if and only if \( \bar{x}_i \geq b \bar{x}_{\max} \) the \( 0 < b \leq 1 \), where \( b \) is chosen so that \( \inf_{\Omega} P[c_s | R_{h_b}(n)] = P^* \).

There are other types of univariate distributions for which fixed sample-size procedures exist to which \( \mathcal{J}_1 \) is applicable. An example given in 3.2 is the binomial distribution. Extensions to multivariate distributions are also possible, examples are given in Gupta [23] and Gupta and Panachapesan [24] of fixed sample-size rules for which the sequential procedure \( \mathcal{J}_1 \) can be defined. From the definition of \( \mathcal{J}_2 \), given in Section 2.1, it is clear that for any application of \( \mathcal{J}_1 \) there is a similar application for \( \mathcal{J}_2 \).

A slight generalization of \( \mathcal{J}_1 \) and \( \mathcal{J}_2 \) will now be proposed. Often it is not feasible to take only one observation at a time from a given population. For example, the fixed sample-size rule we are applying \( \mathcal{J}_1 \) (or \( \mathcal{J}_2 \)) to may require a minimum of more than one sample. For example when selecting the smallest variance of \( k \)
normal populations with unknown mean (see Gupta and Sobel [18]) the fixed sample size rule uses the statistics \[ \frac{1}{n-1} \sum_{j=1}^{n} (x_{ij} - \bar{x}_i)^2, \]
i=1,2,\ldots,k which clearly requires a minimum of \( n = 2 \). Another case where it is necessary to take more than one observation at a time occurs for discrete distributions. Here the \( P^* \) condition can not, in general, be met exactly, so that the fixed sample-size rule constant is chosen so that \( \inf_{\Omega} R\{cs|R(n)\} \geq P^* \). For large \( P^* \) the fixed sample size rule that takes just one observation from each population may be forced to accept all the populations to meet the \( P^* \) condition. Clearly if \( p_1 = p_2 = \ldots = p_k = 1 \) the procedure \( \mathcal{J}_1 \) will be useless, hence it is necessary to take 2 or more observations from each population, at each stage. An example of this will be studied for the binomial distribution in Section 3.2.

Thus to generalize \( \mathcal{J}_1 \), at the first stage take an independent sample of size \( \ell \geq 1 \) from each of the \( k \) populations and perform \( R(\ell) \). For each \( i=1,2,\ldots,k \) define \( Y_{i1} = 0 \) or 1 as a failure (\( \Pi_1 \) is rejected by \( R(\ell) \)) or a success (\( \Pi_1 \) is accepted by \( R(\ell) \)) is obtained with population \( \Pi_1 \). At stage 2 take an additional sample of \( \ell \) from each population, independently of the first sample, perform \( R(\ell) \) and define \( Y_{i2} = 0 \) or 1 as a failure or success is gotten with \( \Pi_1 \) on the second sample. Continuing in this manner at the \( m \)th stage take a sample of \( \ell \) from each population, independently of all previous samples, perform \( R(\ell) \) and define \( Y_{im} = 0 \) or 1 as a failure or a success is gotten from \( \Pi_1 \) from the \( m \)th sample. Then
let \( S_{im} = \sum_{j=1}^{m} Y_{ij} \) for \( i=1,2,\ldots,k \) and given suitable \( c = (\{a_j\}, \{b_j\}) \) perform \( A_1(c) \) as defined in Section 1.1. The generalization of \( A_2(c) \) is similar to that of \( A_1(c) \) but at any stage you only sample from these populations yet undecided upon.

3.2 Some Sample Size Comparisons

for \( A_1(c*) \) and \( R(n) \) for Binomial Populations

In this section we apply the sequential procedure \( A_1(c*) \) to a fixed sample size rule, given by Gupta and Sobel [17], for selecting a subset containing the best of several binomial random variables. So let \( \Pi_1, \Pi_2, \ldots, \Pi_k \) denote \( k \) binomial populations, and let \( \gamma_i \) be the probability of a "success" with population \( \Pi_i, i=1,2,\ldots,k \). Assume \( \gamma_1, \gamma_2, \ldots, \gamma_k \) are known but that the correct pairing of \( \gamma_i \) to \( \Pi_i \) is unknown for each \( i \). Now define \( x_i \) to be the observed number of successes based on \( n \) observations from \( \Pi_i, i=1,2,\ldots,k \), and let \( x_{\text{max}} = \max_{1 \leq i \leq k} x_i \). Then the following fixed sample procedure is defined in [17].

\( R(n) \): Select \( \Pi_i \) if and only if \( x_i \geq x_{\text{max}} - d \), where \( d \) is chosen as the smallest integer such that

\[
\inf_{\Omega} \{ P[cs|R(n)] : \Omega \} \geq P^* \quad \text{and} \quad \Omega \text{ is the parameter space of the } \gamma_i \text{'s.}
\]

Comparisons made here will be for the slippage configuration, where \( \gamma_1 = \gamma_2 = \ldots = \gamma_{k-1} = \gamma, \gamma_k = \gamma + \delta, \delta > 0 \). Then as shown in [17],
(3.2.1) \[ P(cs|R(n)) = \sum_{x=0}^{n} \binom{n}{x} (\gamma + \delta)^x (1-(\gamma + \delta))^{n-x} \left[ \sum_{j=0}^{x+d} \binom{n}{j} \gamma^j (1-\gamma)^{n-j} \right]^{k-1} \]

and

(3.2.2) \[ P(\text{selecting } \pi_{(1)} | R(n)) = \sum_{x=0}^{n} \binom{n}{x} \gamma^x (1-\gamma)^{n-x} \left[ \sum_{j=0}^{x+d} \binom{n}{j} \gamma^j (1-\gamma)^{n-j} \right]^{k-2} \]

\[ \sum_{j=0}^{x+d} \binom{n}{j} (\gamma + \delta)^j (1-(\gamma + \delta))^{n-j}. \]

For \( k = 2, \) and \( P* = .75 \) a comparison was made between \( R(n) \) defined above and \( \epsilon_1'(c^*) \) as defined Section 3.1 for \( \lambda = 1. \) The results appear in Table 11 below. For \( k=2, \) and \( P*=.90 \) the procedure \( R(l) \) chooses all populations since in this case \( d=1. \) Thus a comparison was made between \( R(n) \) and \( \epsilon_1'(c^*) \) for \( \lambda = 2. \) That is at each stage of \( \epsilon_1'(c^*) \) two observations from each population were taken. The results appear in Table 12.

**TABLE 11**

Sample Size Comparisons for the Sequential and

Fixed Sample-Size Rules for the Slippage Configuration,

for the Binomial Population: \( P* = .75 \)

<table>
<thead>
<tr>
<th>( \gamma + \delta )</th>
<th>( \delta = .25 )</th>
<th>( \delta = .50 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>.75</td>
<td>43.8</td>
<td>11.9</td>
</tr>
<tr>
<td>.80</td>
<td>42.3</td>
<td>1.8</td>
</tr>
<tr>
<td>.85</td>
<td>39.8</td>
<td>11.7</td>
</tr>
<tr>
<td>.90</td>
<td>36.6</td>
<td>11.5</td>
</tr>
<tr>
<td>.95</td>
<td>33.3</td>
<td>11.5</td>
</tr>
<tr>
<td>.99</td>
<td>26.4</td>
<td>10.3</td>
</tr>
</tbody>
</table>
In Table 11 the value to the expected number of samples using \( S_1(c^*) \) so that (1.7.3) with \( \varepsilon = .001 \) is satisfied and the value to the ... is the fixed-sample size necessary so that \( R(n) \) satisfies (1.7.3) with \( \varepsilon = .001 \). It can be seen that \( S_1(c^*) \) saves samples in every case shown but as \( \delta \) increases the savings become less. Table 12 gives a similar result for \( P^* = .90 \), though here \( R(n) \) appears the better procedure. Both tables indicate that for small \( \delta \) the sequential test would produce more savings in the number of samples needed.

**TABLE 12**

Sample Size Comparisons for the Sequential and Fixed Sample-Size Rules for the Slippage Configuration,

for the Binomial Population: \( P^* = .90 \)

<table>
<thead>
<tr>
<th>( \gamma + \delta )</th>
<th>( \delta = .5 )</th>
<th>( \delta = .50 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>.75</td>
<td>139.6</td>
<td>39.2</td>
</tr>
<tr>
<td>.80</td>
<td>142.2</td>
<td>40.0</td>
</tr>
<tr>
<td>.85</td>
<td>148.2</td>
<td>41.2</td>
</tr>
<tr>
<td>.90</td>
<td>148.1</td>
<td>41.4</td>
</tr>
<tr>
<td>.95</td>
<td>142.7</td>
<td>40.2</td>
</tr>
<tr>
<td>.99</td>
<td>140.0</td>
<td>38.0</td>
</tr>
</tbody>
</table>

3.3 Some Related Problems

A: A Sequential Multiple Decision Rule for Selecting the Best of \( k \) Binomial Populations.

Consider as in Section 3.2 \( k \) population \( \Pi_1, \Pi_2, \ldots, \Pi_k \) where each \( \Pi_i \), \( i=1,2, \ldots, k \) has an observable random variable \( x_i \) with probability of success \( \gamma_i \). We will suppose that the \( \gamma_i \)'s are known but that the correct pairing of \( \gamma_{[i]} \) to \( \Pi_{[i]} \) is unknown.
for all $i=1,2,\ldots,k$. This was not assumed by Gupta and Sobel. The problem of this section as in previous sections is to find sequential procedures which select a subset of $\Pi_1, \Pi_2, \ldots, \Pi_k$ which includes $\Pi_{(k)}$ with a prescribed probability $P^*$. The previous section applied the procedure $\gamma'_1(c^*)$ to a fixed sample-size rule found in Gupta and Sobel [17]. However since we are involved with binomial populations, and the procedure $\gamma'_1$ essentially converts all selection procedures, to which it applies, to selection of binominal populations; it is therefore reasonable to consider the following procedure, which makes use of the fact that the underlying distributions are already binomial.

Let $S_{im}$ denote the number of successes from population $\Pi_i$, $i=1,2,\ldots,k$ in $m$ independent trials. Then for suitable $c = \{a_m, b_m\}$ perform the following procedure.

$\gamma'$: Stop sampling from $\Pi_i$, $i=1,2,\ldots,k$, at the first stage

\[ S_{im} \notin (a_m, b_m) \). Accept $\Pi_i$ if $S_{im} \geq b_m$ and reject $\Pi_i$ if $S_{im} \leq a_m$.\]

Note that the populations are independent and so therefore are $S_{1m}, S_{2m}, \ldots, S_{km}$. Thus there is no need to sample from each population at each stage. It is clear that since the $\gamma_i$'s are ordered the procedure $\gamma'$ has all the properties of $\gamma'_1$ proved in Section (1.2), and for $c \in \gamma'_1$ all the properties of $\gamma'_1$ proved in Sections 1.3, 1.4 and 1.5. In particular for $c = c^*$ as defined in (1.5.7) and (1.5.10) we have for any $\epsilon > 0$,

(1) $P[cs|\gamma] \geq 1 - \epsilon$

(2) $1 - \epsilon < ES < 1 + (k-1) \epsilon$
as well as approximately minimizing \( \max_{1 \leq i < k} \mathbb{E}[M_i | \mathcal{A}] \) over all
\[ \mathcal{C} \in (\mathcal{C}_{k-1}, \mathcal{C}_k), \]
where \( M_i \) is the stage at which \( \Pi_i \) is accepted or rejected.

B. Selection of Populations Better than a Standard

The problem defined in Section 1.1, is for \( \Pi_1, \Pi_2, \ldots, \Pi_k \), normal random variables with mean \( \theta_i \) respectively and a common known variance \( \sigma^2 = 1 \). In Section 1.1 it is assumed that \( p_1, p_2, \ldots, p_k \) as defined in (1.1.1) are known, and procedures to select the best population are discussed. Suppose now that \( p_1, p_2, \ldots, p_k \) are not known, but that the experimenter furnishes two constants \( p \) and \( \Delta \), in addition to \( P^* \), such that \( p, \Delta > 0 \), and \( p + \Delta < 1 \). Now suppose the problem is to select all populations \( \Pi_{(i)} \) such that \( p_i \geq p + \Delta \), while rejecting these populations \( \Pi_{(1)} \) where \( p_i \leq p \). It is assumed that the experimenter has no preference as to selection or rejection of those \( \Pi_{(1)} \) such that \( p < p_i < p + \Delta \).

Then for any \( c \in C_1 \), that is \( c = (\{cm-d\}, \{cm+d\}) \) with \( c \in (p, p+\Delta) \) Theorem 1.4.4 guarantees that there exists a \( d \) such that for the procedure \( \mathcal{A}_1(c) \) defined in Section 1.1, and any \( \varepsilon > 0 \),

\[
\begin{align*}
(1) \quad & P[\text{selecting } \Pi_{(1)} | \mathcal{A}_1(c)] \geq 1 - \varepsilon \quad \text{if } p_i \geq p + \Delta \\
(2) \quad & P[\text{selecting } \Pi_{(1)} | \mathcal{A}_1(c)] \leq \varepsilon \quad \text{if } p_i \leq p.
\end{align*}
\]

In particular, if \( c = p + \Delta/2 \), \( c^* = \left[ \ln \frac{1-p}{1-p-\Delta} \right] \left[ \ln \frac{p+\Delta}{p} \right]^{-1} \) and
c is chosen such that \( c \in \bar{c}, c^* \) then as shown in Section 1.5 the approximate minimum of \( \max_{1 \leq i \leq k} E[M_i | \ell_1(c)] \) is attained, over all \( c \in (p, p+\Delta) \).
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APPENDIX

TABLES SHOWING THE PERFORMANCE OF $A_1(c)$ FOR SOME $c \in C_1$

This appendix consists of a set of tables showing the performance of the sequential procedure $A_1(c)$ for $c \in C_1'$ such that $c = ([cm-d], [cm+d])$ for $c \in (0,1)$ and rational, and $d > 0$. In all the tables of this appendix $p$ will be the probability of a success, associated with the fixed sample size procedure $R(1)$ defined in Section 1.1, for some population $\pi$. The following is an explanation of the tables.

1) Table A1. Let $r(m) = P\{selecting \pi at stage m|A_1(c)\}$, and $t(m) = P\{rejecting \pi at stage m|A_1(c)\}$ for $m \geq 1$. Then for $c = .75, .80, d = 1, 2, 3$, and $p = .65, .80, .95$ Table A1 gives

$$\sum_{m=1}^{n} r(m) \text{ (upper value)} \text{ and } \sum_{m=1}^{n} t(m) \text{ (lower value)} \text{ for } n=2(1) 18,$$

$20, 25, 30, \infty$. The values are obtained from formulas derived in Theorem (1.3.1). For example, for $c = .75, d = 2$ and $p = .80$ the probability of selecting $\pi$ on or before the 17th stage is .41076, and the probability of rejecting $\pi$ on or before the 17th stage is .12980. A major feature of the procedure $A_1(c)$ shown by Table A1 is that for a fixed $c$ and $p$, $\sum_{m=1}^{\infty} r(m)$ converges to $\sum_{m=1}^{\infty} r(m)$ faster for smaller $d$. For example, for $c = .80, p = .95$, and $d = 1$ it can be
seen that \( \sum_{m=1}^{30} r(m) = 0.00000 \), while for \( d=3 \), \( \sum_{m=1}^{\infty} r(m) - \sum_{m=1}^{30} r(m) = 0.00934 \). The same behavior can be observed for \( \sum_{m=1}^{n} t(m) \).

Since \( r(n) = \sum_{m=1}^{n} r(m) - \sum_{m=1}^{n-1} r(m) \), and \( t(n) = \sum_{m=1}^{n} t(m) - \sum_{m=1}^{n-1} t(m) \) the table also gives values for \( r(n) \) and \( t(n) \).

(2) Table A2. For \( c=.667, .750, .800, d=3(1) 10 \) and \( p=.3(11) .9 \) and .95 Table A2 compares exact (upper values) and approximate (lower values) of selecting a population using \( \phi_1(c) \). The exact and approximate values are obtained by formulas in Theorem (1.3.3) and formula (1.4.13) respectively. The table verifies the behavior shown in Section 1.4. That is as \( d \) increases the probabilities tend monotonically to 0 if \( p < c \), to 1 if \( p > c \), and to 1/2 if \( p = c \). The latter case can be best seen when \( c=.80 \). Also for a fixed \( c \) and \( d \) as \( p \) increases the probabilities increase monotonically.

Thus in any column if the probability is 0.00000 for some \( p \), it will be 0.00000 for all \( p' < p \). Similarly if in any column the probability is 1 for some \( p \), it will be 1 for all \( p' > p \). In general the approximations are less than or equal to the exact values.

Table A3. For the same values of \( c, d, \) and \( p \) as in Table A2, Table A3, presents a comparison between exact (upper values) and approximate (lower values) values for the expected number of stages until a population is tagged. The exact and approximate values are gotten by formulas in Theorem (1.3.4) and formula (1.4.14) respectively. This table also verifies the results of Section 1.4. For a fixed \( c \) and \( p \) the values increase monotonically with \( d \), but for a fixed \( c \)
and the values attain a maximum at $p=c$, increasing for $p < c$
and decreasing for $p < c$. This again can best be seen for $c = .800$.
In general, the approximations are less than or equal to the exact value.
<table>
<thead>
<tr>
<th>( n )</th>
<th>( d = 1 )</th>
<th>( d = 2 )</th>
<th>( d = 3 )</th>
<th>( d = 1 )</th>
<th>( d = 2 )</th>
<th>( d = 3 )</th>
<th>( d = 1 )</th>
<th>( d = 2 )</th>
<th>( d = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>3</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>4</td>
<td>28175</td>
<td>.04287</td>
<td>.0000</td>
<td>10400</td>
<td>.0080</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>5</td>
<td>17851</td>
<td>.0000</td>
<td>.0000</td>
<td>40960</td>
<td>.0000</td>
<td>.0000</td>
<td>81451</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>6</td>
<td>43702</td>
<td>.12648</td>
<td>.01501</td>
<td>18080</td>
<td>.02720</td>
<td>.00160</td>
<td>.01402</td>
<td>.00048</td>
<td>.00001</td>
</tr>
<tr>
<td>7</td>
<td>17851</td>
<td>.0000</td>
<td>.0000</td>
<td>40960</td>
<td>.0000</td>
<td>.0000</td>
<td>81451</td>
<td>.0000</td>
<td>.0000</td>
</tr>
<tr>
<td>8</td>
<td>54534</td>
<td>.23046</td>
<td>.05973</td>
<td>22340</td>
<td>.04645</td>
<td>.00549</td>
<td>.01526</td>
<td>.00060</td>
<td>.00001</td>
</tr>
<tr>
<td>9</td>
<td>24714</td>
<td>.03186</td>
<td>.0000</td>
<td>57737</td>
<td>16777</td>
<td>.00000</td>
<td>.95141</td>
<td>.66342</td>
<td>.00000</td>
</tr>
<tr>
<td>10</td>
<td>60504</td>
<td>.31350</td>
<td>.10877</td>
<td>25486</td>
<td>.06677</td>
<td>.01106</td>
<td>.01642</td>
<td>.00076</td>
<td>.00002</td>
</tr>
<tr>
<td>11</td>
<td>24714</td>
<td>.03186</td>
<td>.0000</td>
<td>57737</td>
<td>16777</td>
<td>.00000</td>
<td>.95141</td>
<td>.66342</td>
<td>.00000</td>
</tr>
<tr>
<td>12</td>
<td>64669</td>
<td>.39748</td>
<td>.17279</td>
<td>27230</td>
<td>.08329</td>
<td>.01694</td>
<td>.01664</td>
<td>.00080</td>
<td>.00002</td>
</tr>
<tr>
<td>13</td>
<td>27352</td>
<td>.05637</td>
<td>.00569</td>
<td>64609</td>
<td>30521</td>
<td>.06872</td>
<td>.97812</td>
<td>.89094</td>
<td>.54036</td>
</tr>
<tr>
<td>14</td>
<td>69694</td>
<td>.46133</td>
<td>.22866</td>
<td>28519</td>
<td>.09994</td>
<td>.02370</td>
<td>.01683</td>
<td>.00086</td>
<td>.00003</td>
</tr>
<tr>
<td>15</td>
<td>27352</td>
<td>.05637</td>
<td>.00569</td>
<td>64609</td>
<td>30521</td>
<td>.06872</td>
<td>.97812</td>
<td>.89094</td>
<td>.54036</td>
</tr>
<tr>
<td>16</td>
<td>67660</td>
<td>.48523</td>
<td>.25175</td>
<td>28794</td>
<td>.10432</td>
<td>.02567</td>
<td>.01683</td>
<td>.00086</td>
<td>.00003</td>
</tr>
</tbody>
</table>

The upper value gives the selection probability and the lower value gives the rejection probability as defined in Theorem (1.3.1).
Table Al (cont'd.)

c = .80

\[
\begin{array}{cccccccccccc}
\text{p = .65} & & & & & & & & & & & \\
\text{p = .80} & & & & & & & & & & & \\
\text{p = .95} & & & & & & & & & & & \\
\hline
n & d = 1 & d = 2 & d = 3 & d = 1 & d = 2 & d = 3 & d = 1 & d = 2 & d = 3 \\
2 & .0000 & .0000 & .0000 & .0000 & .0000 & .0000 & .0000 & .0000 & .0000 \\
3 & .12250 & .0000 & .0000 & .04000 & .0000 & .0000 & .0000 & .0000 & .0000 \\
& .0000 & .0000 & .0000 & .0000 & .0000 & .0000 & .0000 & .0000 & .0000 \\
4 & .28175 & .04287 & .0000 & .10400 & .0000 & .0000 & .0000 & .0000 & .0000 \\
& .0000 & .0000 & .0000 & .0000 & .0000 & .0000 & .0000 & .0000 & .0000 \\
5 & .43702 & .12648 & .01501 & .18680 & .02790 & .00160 & .00402 & .00048 & .0001 \\
& .11603 & .0000 & .0000 & .32768 & .0000 & .0000 & .0000 & .0000 & .0000 \\
6 & .57158 & .23517 & .05402 & .26272 & .05792 & .00672 & .02259 & .00116 & .0003 \\
& .11603 & .0000 & .0000 & .32768 & .0000 & .0000 & .0000 & .0000 & .0000 \\
7 & .60985 & .27638 & .07621 & .27910 & .06511 & .00877 & .02310 & .00121 & .0003 \\
& .11603 & .0000 & .0000 & .32768 & .0000 & .0000 & .0000 & .0000 & .0000 \\
8 & .61536 & .33333 & .11948 & .30532 & .08250 & .01368 & .02407 & .00134 & .0004 \\
& .11603 & .0000 & .0000 & .32768 & .0000 & .0000 & .0000 & .0000 & .0000 \\
9 & .70810 & .42344 & .18043 & .33678 & .10661 & .02220 & .02545 & .00156 & .0006 \\
10 & .15227 & .01346 & .0000 & .46190 & .10737 & .0000 & .93134 & .59874 & .0000 \\
11 & .75014 & .50719 & .25416 & .37033 & .13765 & .03489 & .02729 & .00190 & .0009 \\
12 & .15227 & .01346 & .0000 & .46190 & .10737 & .0000 & .93134 & .59874 & .0000 \\
13 & .76209 & .53551 & .28258 & .37704 & .14503 & .03833 & .02740 & .00193 & .0009 \\
14 & .15227 & .01346 & .0000 & .46190 & .10737 & .0000 & .93134 & .59874 & .0000 \\
16 & .15227 & .01346 & .0000 & .46190 & .10737 & .0000 & .93134 & .59874 & .0000 \\
17 & .80995 & .60226 & .37957 & .41716 & .21148 & .07500 & .02815 & .00222 & .0012 \\
18 & .16360 & .02187 & .00156 & .51687 & .19534 & .03518 & .96343 & .84257 & .46329 \\
19 & .81451 & .62981 & .45793 & .42155 & .22107 & .08249 & .02819 & .00225 & .0013 \\
20 & .16713 & .02687 & .00303 & .51687 & .19534 & .03518 & .96343 & .84257 & .46329 \\
21 & .82334 & .64440 & .51438 & .43246 & .24040 & .10844 & .02832 & .00234 & .0014 \\
22 & .16824 & .02995 & .00412 & .51687 & .19534 & .03518 & .96343 & .84257 & .46329 \\
23 & .82879 & .66158 & .54947 & .43866 & .30447 & .14379 & .02836 & .00239 & .0015 \\
24 & .16858 & .03165 & .00440 & .55239 & .25994 & .16019 & .97156 & .98117 & .98114 \\
25 & .83449 & .68447 & .58666 & .44289 & .34584 & .17645 & .02837 & .00241 & .0015 \\
26 & .16874 & .03441 & .00698 & .55501 & .25267 & .15163 & .97163 & .99758 & .99968 \\
27 & .83126 & .69558 & .59902 & .44499 & .46433 & .48387 & .02837 & .00242 & .00032 \\
28 & .16874 & .03441 & .00698 & .55501 & .25267 & .15163 & .97163 & .99758 & .99968 \\
29 & .83126 & .69558 & .59902 & .44499 & .46433 & .48387 & .02837 & .00242 & .00032 \\
30 & .16874 & .03441 & .00698 & .55501 & .25267 & .15163 & .97163 & .99758 & .99968 \\
\hline
\end{array}
\]

The upper value gives the selection probability and the lower value gives the rejection probability as defined in Theorem 1.3.1.
TABLE A2

Comparisons of Exact and Approximate Values of the
Probability of Selecting a Population Using \( \epsilon_1(c) \) for \( c \in C_1 \).

\[ c = .667 \]

<table>
<thead>
<tr>
<th>( p )</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>.30</td>
<td>.00004</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>.40</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>.50</td>
<td>.00888</td>
<td>.00888</td>
<td>.00888</td>
<td>.00888</td>
<td>.00888</td>
<td>.00888</td>
<td>.00888</td>
<td>.00888</td>
</tr>
<tr>
<td>.60</td>
<td>.01301</td>
<td>.01301</td>
<td>.01301</td>
<td>.01301</td>
<td>.01301</td>
<td>.01301</td>
<td>.01301</td>
<td>.01301</td>
</tr>
<tr>
<td>.70</td>
<td>.01929</td>
<td>.01929</td>
<td>.01929</td>
<td>.01929</td>
<td>.01929</td>
<td>.01929</td>
<td>.01929</td>
<td>.01929</td>
</tr>
<tr>
<td>.80</td>
<td>.02457</td>
<td>.02457</td>
<td>.02457</td>
<td>.02457</td>
<td>.02457</td>
<td>.02457</td>
<td>.02457</td>
<td>.02457</td>
</tr>
<tr>
<td>.90</td>
<td>.02986</td>
<td>.02986</td>
<td>.02986</td>
<td>.02986</td>
<td>.02986</td>
<td>.02986</td>
<td>.02986</td>
<td>.02986</td>
</tr>
<tr>
<td>.95</td>
<td>.03510</td>
<td>.03510</td>
<td>.03510</td>
<td>.03510</td>
<td>.03510</td>
<td>.03510</td>
<td>.03510</td>
<td>.03510</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( p )</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>.30</td>
<td>.98166</td>
<td>.98166</td>
<td>.98166</td>
<td>.98166</td>
<td>.98166</td>
<td>.98166</td>
<td>.98166</td>
<td>.98166</td>
</tr>
<tr>
<td>.40</td>
<td>.98221</td>
<td>.98221</td>
<td>.98221</td>
<td>.98221</td>
<td>.98221</td>
<td>.98221</td>
<td>.98221</td>
<td>.98221</td>
</tr>
<tr>
<td>.50</td>
<td>.98977</td>
<td>.98977</td>
<td>.98977</td>
<td>.98977</td>
<td>.98977</td>
<td>.98977</td>
<td>.98977</td>
<td>.98977</td>
</tr>
<tr>
<td>.60</td>
<td>.98999</td>
<td>.98999</td>
<td>.98999</td>
<td>.98999</td>
<td>.98999</td>
<td>.98999</td>
<td>.98999</td>
<td>.98999</td>
</tr>
<tr>
<td>.70</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td>.80</td>
<td>.99999</td>
<td>.99999</td>
<td>.99999</td>
<td>.99999</td>
<td>.99999</td>
<td>.99999</td>
<td>.99999</td>
<td>.99999</td>
</tr>
<tr>
<td>.90</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td>.95</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
</tbody>
</table>

\[ c = .750 \]

<table>
<thead>
<tr>
<th>( p )</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>.30</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>.40</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>.50</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>.60</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>.70</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>.80</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>.90</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>.95</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
</tbody>
</table>

The upper value gives the exact probability and the lower value gives the approximate probability as defined in Theorem (1.3.3) and (1.4.13) respectively.
\begin{center}
\textbf{TABLE A2 (cont'd.)}
\end{center}

c = .800

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
\( p \) & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\hline
.30 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
.40 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
.50 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
.60 & 0.0005 & 0.0005 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
.70 & 0.0013 & 0.0015 & 0.0002 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
.80 & 0.0192 & 0.0129 & 0.0032 & 0.0005 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
.90 & 0.1642 & 0.5124 & 0.5098 & 0.5082 & 0.5070 & 0.5061 & 0.5059 & 0.5048 & 0.5043 \\
.95 & 0.9923 & 0.9984 & 0.9991 & 0.9999 & 0.9999 & 1.0000 & 1.0000 & 1.0000 & 1.0000 \\
\hline
\end{tabular}

The upper value gives the exact probability and the lower value gives the approximate probability as defined in Theorem (1.3.3) and (1.4.13) respectively.
<table>
<thead>
<tr>
<th>( d )</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30</td>
<td>8.60372</td>
<td>11.28677</td>
<td>14.03340</td>
<td>16.75234</td>
<td>19.48321</td>
<td>22.20893</td>
<td>24.93687</td>
<td>27.66386</td>
</tr>
<tr>
<td>0.50</td>
<td>11.75565</td>
<td>15.50565</td>
<td>19.26015</td>
<td>23.00805</td>
<td>26.75884</td>
<td>30.50860</td>
<td>34.25868</td>
<td>38.00866</td>
</tr>
<tr>
<td>0.60</td>
<td>11.23029</td>
<td>14.99748</td>
<td>18.74970</td>
<td>22.49970</td>
<td>26.25000</td>
<td>30.00000</td>
<td>33.75000</td>
<td>37.50000</td>
</tr>
<tr>
<td>0.70</td>
<td>18.29568</td>
<td>24.61052</td>
<td>30.71997</td>
<td>36.75121</td>
<td>42.76050</td>
<td>48.76299</td>
<td>54.76364</td>
<td>60.76367</td>
</tr>
<tr>
<td>0.80</td>
<td>17.53255</td>
<td>23.85139</td>
<td>29.95604</td>
<td>35.98754</td>
<td>41.99657</td>
<td>47.99907</td>
<td>53.99975</td>
<td>59.99994</td>
</tr>
<tr>
<td>0.90</td>
<td>33.09341</td>
<td>50.99994</td>
<td>69.00990</td>
<td>86.48004</td>
<td>103.29462</td>
<td>119.54454</td>
<td>135.37125</td>
<td>150.90322</td>
</tr>
<tr>
<td>0.95</td>
<td>31.72734</td>
<td>49.45058</td>
<td>67.35486</td>
<td>84.77022</td>
<td>101.55605</td>
<td>117.79089</td>
<td>133.60958</td>
<td>149.13723</td>
</tr>
</tbody>
</table>

The upper value gives the exact expectations and the lower value gives the approximate expectations as defined in Theorem (1.3.4) and (1.4.14) respectively.
TABLE A3 (cont'd.)

c = .750

<table>
<thead>
<tr>
<th>d</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11.98400</td>
<td>15.99813</td>
<td>19.99980</td>
<td>23.99998</td>
<td>28.00000</td>
<td>32.00000</td>
<td>36.00000</td>
<td>40.00000</td>
</tr>
<tr>
<td>.60</td>
<td>20.77636</td>
<td>27.78575</td>
<td>34.55610</td>
<td>41.25421</td>
<td>47.92927</td>
<td>54.59822</td>
<td>61.26548</td>
<td>67.93230</td>
</tr>
<tr>
<td></td>
<td>19.52819</td>
<td>26.52158</td>
<td>32.29180</td>
<td>39.98867</td>
<td>46.66667</td>
<td>53.33333</td>
<td>60.00000</td>
<td>66.66667</td>
</tr>
<tr>
<td>.70</td>
<td>41.31767</td>
<td>64.73384</td>
<td>88.91969</td>
<td>112.78295</td>
<td>135.91359</td>
<td>158.27076</td>
<td>179.96521</td>
<td>201.14586</td>
</tr>
<tr>
<td></td>
<td>38.82998</td>
<td>61.82296</td>
<td>85.75503</td>
<td>109.47087</td>
<td>132.51822</td>
<td>154.82837</td>
<td>176.49610</td>
<td>197.66140</td>
</tr>
<tr>
<td>.80</td>
<td>42.53566</td>
<td>65.83342</td>
<td>89.50817</td>
<td>112.66219</td>
<td>135.05904</td>
<td>156.75930</td>
<td>177.91445</td>
<td>198.67682</td>
</tr>
<tr>
<td></td>
<td>41.25401</td>
<td>64.72848</td>
<td>88.65441</td>
<td>112.04634</td>
<td>134.63487</td>
<td>156.47631</td>
<td>177.72991</td>
<td>198.55851</td>
</tr>
<tr>
<td>.90</td>
<td>19.93318</td>
<td>26.65503</td>
<td>33.33142</td>
<td>39.99790</td>
<td>46.66662</td>
<td>53.33333</td>
<td>60.00000</td>
<td>66.66667</td>
</tr>
<tr>
<td></td>
<td>19.90937</td>
<td>26.65075</td>
<td>33.33072</td>
<td>39.99999</td>
<td>46.66660</td>
<td>53.33332</td>
<td>60.00000</td>
<td>66.66667</td>
</tr>
<tr>
<td>.95</td>
<td>14.99997</td>
<td>19.99995</td>
<td>25.00000</td>
<td>30.00000</td>
<td>35.00000</td>
<td>40.00000</td>
<td>45.00000</td>
<td>50.00000</td>
</tr>
</tbody>
</table>

The upper value gives the exact expectations and the lower value gives the approximate expectations as defined in Theorem (1.3.4) and (1.4.14) respectively.
TABLE A3 (cont'd.)

c = .800

<table>
<thead>
<tr>
<th>d</th>
<th>p</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>.50</td>
<td></td>
<td>8.10829</td>
<td>10.67508</td>
<td>13.16431</td>
<td>15.64967</td>
<td>18.15840</td>
<td>20.65830</td>
<td>23.15660</td>
<td>25.65731</td>
</tr>
<tr>
<td>.60</td>
<td></td>
<td>7.49998</td>
<td>10.00000</td>
<td>12.50000</td>
<td>15.00000</td>
<td>17.50000</td>
<td>20.00000</td>
<td>22.50000</td>
<td>25.00000</td>
</tr>
<tr>
<td>.70</td>
<td></td>
<td>10.81044</td>
<td>14.17982</td>
<td>17.50440</td>
<td>20.83501</td>
<td>24.17069</td>
<td>27.50354</td>
<td>30.83674</td>
<td>34.17018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.95883</td>
<td>19.99389</td>
<td>24.99915</td>
<td>29.99989</td>
<td>34.99999</td>
<td>40.00000</td>
<td>45.00000</td>
<td>50.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30.23735</td>
<td>41.36985</td>
<td>51.87526</td>
<td>62.08110</td>
<td>72.16394</td>
<td>82.19428</td>
<td>92.20542</td>
<td>102.20944</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28.11492</td>
<td>39.18089</td>
<td>49.67117</td>
<td>59.87387</td>
<td>69.95304</td>
<td>79.98288</td>
<td>89.99386</td>
<td>99.99782</td>
</tr>
<tr>
<td></td>
<td></td>
<td>57.20000</td>
<td>112.00000</td>
<td>179.20000</td>
<td>256.00000</td>
<td>354.00000</td>
<td>448.00000</td>
<td>595.20000</td>
<td>704.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>56.25000</td>
<td>100.00000</td>
<td>156.25000</td>
<td>225.00000</td>
<td>336.25000</td>
<td>430.00000</td>
<td>586.25000</td>
<td>695.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>49.50931</td>
<td>39.85544</td>
<td>49.96403</td>
<td>59.98495</td>
<td>69.94728</td>
<td>79.99311</td>
<td>89.99983</td>
<td>99.99996</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.35889</td>
<td>39.80946</td>
<td>49.94725</td>
<td>59.98600</td>
<td>69.96390</td>
<td>79.99099</td>
<td>89.99777</td>
<td>99.99994</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19.98963</td>
<td>26.66161</td>
<td>33.33232</td>
<td>40.00000</td>
<td>46.66667</td>
<td>53.33333</td>
<td>60.00000</td>
<td>66.66667</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19.98963</td>
<td>26.66579</td>
<td>33.33232</td>
<td>39.99999</td>
<td>46.66667</td>
<td>53.33333</td>
<td>60.00000</td>
<td>66.66667</td>
</tr>
</tbody>
</table>

The upper value gives the exact expectations and the lower value gives the approximate expectations as defined in Theorem (1.3.20) and (1.4.14) respectively.
multiple decision rules
selection and ranking
sequential procedures
random walk
Monte-Carlo simulations
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