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1. Introduction and Summary

Suppose \( \pi_1, \pi_2, \ldots, \pi_k \) are \( k \) normal populations with unknown means \( \mu_1, \mu_2, \ldots, \mu_k \) and a common known variance which we assume to be unity. In many situations the experimenter is interested in selecting a subset of the populations which contains the best population where by best we mean the population with the largest value \( \mu_{[k]} \) of the unknown means, \( \mu_1, \mu_2, \ldots, \mu_k \). For further amplification of this type of selection, reference could be made to Gupta (1965) and to references therein. A selection procedure, denoted by \( R_0 \) for this problem along with some of its properties has been discussed by Gupta (1956, 1965). This selection procedure is a member of the class \( C \) of procedures earlier studied by Seal (1955). The selection rule is such that it selects a non-empty subset of random size and under a specified loss function, the associated risk is always bounded above by \( \alpha = 1 - P^* \) where \( \alpha \) is a small preassigned number \( 0 < \alpha < 1/k \).

In this paper we study some desirable properties of the above selection procedure and make some comparisons with the 'approximate' optimal rule \( D \) of Seal (1955). In particular it is shown that the rule \( R \) is minimax and
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that under the slippage configuration of means, the expected size of the selected subset using $R$ is smaller than that corresponding to $D$; as well as being smallest for a subclass $C'$ of $C$. The probability of a correct selection using $R$ is strictly greater than the probability of a correct selection using $D$.

The subset selection problem is also considered from a Bayesian viewpoint, and under a linear loss function, the Bayes rule for selecting a subset is derived. This latter result is given in a more general form by Deely (1965) than that given by Dunnett (1960).

2. The Class $C$ and $C'$ of rules and the rule $R$

Let $x_1, x_2, \ldots, x_k$ be the observed values of the sample means each based on $n$ independent observations. Let the ordered sample means be denoted by

\[ x_{[1]} \leq x_{[2]} \leq \cdots \leq x_{[k]} \]

(2.1)

Let $c' = (c_1, c_2, \ldots, c_{k-1})$ be a vector whose components are arbitrary real numbers such that $c_i \geq 0$, for all $i$, and $\sum_{i=1}^{k-1} c_i = 1$. Then the class consists of rules

\[ D = D_{c'} = D(c_1 c_2, \ldots, c_{k-1}) \]

with $D$ given as follows:

"Select the population $\pi_{[i]}$ corresponding to the observed sample mean $x_{[1]}$ iff

\[ x_{[i]} \geq c_1 x_{[1]} + \cdots + c_{i-1} x_{[i-1]} + c_i x_{[i+1]} + \cdots + c_{k-1} x_{[k]} - \frac{t(P^*, c')}{\sqrt{n}} \]

(2.2)

where $t(P^*, c')$ is chosen so as to satisfy the basic probability requirement, namely,
\begin{equation}
\inf_{\Omega} P\{CS|D_{\Omega}\} = P^*,
\end{equation}

\(\Omega\) being the parameter space of \(\mu' = (\mu_1, \ldots, \mu_k)\) and \(CS\) standing for correct selection. A correct selection is the selection of any subset which includes the population associated with \(\mu_{[k]}\).

To define the subclass \(\mathcal{C}'\) of \(\mathcal{C}\), we impose the following restrictions on the vector \(c: c_j = 1\) for some \(j = 1, 2, \ldots, k-1\).

An important rule in the class \(\mathcal{C}\) which has been studied in great detail is a member of the class \(\mathcal{C}'\) defined above for \(c' = (0, 0, \ldots, 0, 1)\); this rule denoted in earlier papers by \(R\) is:

Select the population corresponding to the observed sample mean \(x_{[1]}\) iff

\begin{equation}
x_{[1]} \geq x_{[k]} - \frac{d}{\sqrt{n}},
\end{equation}

where \(d = d(k, P^*) = t(P^*, \xi')\) again chosen so as to satisfy the basic probability requirement.

It may be pointed out that for the zero-one loss function

\begin{equation}
L(S_j, \mu') = \begin{cases} 0 & \text{if } \pi(k) \text{ with } \mu_{[k]} \in S_j, \text{ the selected subset, } j = 1, 2, \ldots, 2^k - 1. \\ 1 & \text{otherwise}, \end{cases}
\end{equation}

the risk is given by

\begin{equation}
\text{Risk} = r(D_{\Omega'}, \mu') = 1 - P\{CS|D_{\Omega}\}.
\end{equation}
Hence, the basic probability requirement (2.3) is equivalent to requiring that

\[(2.7) \quad \sup_{\Omega} r(D_\epsilon, \mu) \leq 1 - P^*\]

The rule \(\overline{D}\) given by Seal (1955) is also a member of \(\mathcal{C}\) and is defined by the vector \(c'\) with \(c_j = \frac{1}{k-1}, j=1,2,\ldots,k-1\). This rule is:

Select the population corresponding to the observed sample mean \(x_i\) iff

\[(2.8) \quad x_i \geq \bar{x} - \frac{t(P^*, c')}{\sqrt{n}} \quad \text{where} \]

\[
\bar{x} = \frac{1}{k-1} \sum_{\substack{j=k \atop j\neq i}}^{j=k} x_j \quad \text{and} \quad t(P^*, c') \quad \text{as stated earlier.}
\]

3. Some Results on Minimaxity and Expected Size

From (2.6) and the definition of a minimax rule we see that \(R\) is minimax in \(\mathcal{C}\) provided

\[(3.1) \quad \min_{\mu \in \Omega} P(CS|R) \geq \min_{\mu \in \Omega} P(CS|D)\]

for every \(D \in \mathcal{C}\). But recalling the definition of the class \(\mathcal{C}\), it can be observed that the quantity \(t(P^*, c')\) is chosen so as to guarantee

\[(3.2) \quad \min_{\mu \in \Omega} P(CS|D) = P^* \quad \text{for any rule} \ D \ \text{in} \ \mathcal{C}.
\]

Hence every rule in \(\mathcal{C}\) and in particular \(R\) is minimax.
It may be pointed out that if we choose \( c' = (1, 0, 0, \ldots, 0) \), the rule \( D_0 \) defined by this choice of \( c' \) selects all populations with probability 1 and

\[
P[CS|D_0] = 1 > P[CS|R].
\]

But the rule \( D_0 \) is quite trivial and not very practical from the experimenters viewpoint for the following reason.

The selection procedures discussed here select a subset whose size is a random variable taking values in the set of integers \( 1, 2, \ldots, k \). Thus in comparing decision procedures of this type it is meaningful to use the expected value of this random variable, to be denoted by \( E[S|D, C] \). For the rule \( R \), \( \Omega \), \( \mu' = (\mu, \mu, \ldots, \mu) \), Gupta (1965) showed that \( E[S|R] \leq kP^* \).

More generally, for any rule \( D, C \in C' \), we have from Seal (1955),

\[
\inf_{\Omega} P[CS|D, C] = \inf_{\mu' = (\mu, \mu, \ldots, \mu)} P[CS|D, C]
\]

and hence the solution for the constants \( t(P^*, C') \), earlier defined by (2.2) and (2.3), can be obtained from equations of the type

\[
P[Y \leq t(P^*, C')] = P^*
\]

where the random variable \( Y \) traverses the real line.

Thus for any rule \( D, C \in C', t(P^*, C') \) will be non-negative provided \( P^* \) is sufficiently large; for example \( P^* > (1/k) \) for the rule \( R \). Hence every rule \( D, C \in C' \) (excluding the rule \( R \) ) will select a subset
consisting of at least 2 populations with probability 1. This implies that for any such $D_\infty$

\[
(3.6) \quad \mathbb{E}[S|D_\infty] \geq 2.
\]

Gupta (1965) showed that in a subset $\Omega(\delta)$ defined by $\mu_{[k]} = \mu + \delta (\delta > 0), \mu_{[i]} \leq \mu, \ i = 1, 2, \ldots, k-1$, $\mathbb{E}[S|R]$ assumes its maximum over $\Omega(\delta)$ when $\mu_{[i]} = \mu, \ i = 1, 2, \ldots, k-1$

\[
(3.7) \quad \frac{1}{\delta} \max_{\Omega(\delta)} \mathbb{E}[S|R] < \int_{-\infty}^{\infty} \phi(z) \frac{1}{\sqrt{2\pi\delta}} \exp\left(-\frac{z^2}{2\delta}\right) dz + \int_{-\infty}^{\infty} (k-1) \phi(z) \frac{1}{\sqrt{2\pi\delta}} \exp\left(-\frac{(z+d)^2}{2\delta}\right) \phi(z) dz.
\]

From (3.6) it follows that there exists a $\delta_0$ such that

\[
(3.8) \quad \max_{\Omega(\delta)} \mathbb{E}[S|R] < 2 \quad \text{for } \delta > \delta_0.
\]

Therefore, if $F^*$ and $\delta$ are sufficiently large, it can be seen from (3.6) and (3.8) that

\[
(3.9) \quad \mathbb{E}[S|R] < \mathbb{E}[S|D_\infty]
\]

for any $\mu' \in \Omega(\delta)$. 

\[
\begin{align*}
\delta & = 0.50 \\
\delta \sqrt{n} & = 2
\end{align*}
\]
So in this case good justification can be made for using the decision procedure $R$. Namely, the $P(CS|R)$ is larger than $P^*$, a preassigned number, and its $E[S|R]$ is smallest among rules in $L'$ under the restrictions in (3.2).

A table giving the values of the expected proportion of the populations in the selected subset for the slippage configuration is given below.

**Table**

This table gives the expected proportion of $k$ normal populations retained in the selected subset by the suggested procedure $R$ under the configuration that one of the populations has its mean greater than all the others by $8$ times the common known standard deviation of the sample means (selected values of $k$, $P^*$ and $\delta^*$ are considered).

<table>
<thead>
<tr>
<th>$P^*$</th>
<th>$k$</th>
<th>$6_{kn}$</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>25</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.00</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
</tr>
<tr>
<td>.10</td>
<td>.7495</td>
<td>.7494</td>
<td>.7495</td>
<td>.7497</td>
<td>.7498</td>
<td>.7497</td>
<td>.7497</td>
<td>.7497</td>
</tr>
<tr>
<td>.25</td>
<td>.7467</td>
<td>.7463</td>
<td>.7469</td>
<td>.7479</td>
<td>.7489</td>
<td>.7492</td>
<td>.7492</td>
<td>.7492</td>
</tr>
<tr>
<td>.50</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
</tr>
<tr>
<td>1.00</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
</tr>
<tr>
<td>2.00</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
</tr>
<tr>
<td>3.00</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
<td>.7500</td>
</tr>
<tr>
<td></td>
<td>.00</td>
<td>.9000</td>
<td>.9000</td>
<td>.9000</td>
<td>.9000</td>
<td>.9000</td>
<td>.9000</td>
<td>.9000</td>
</tr>
<tr>
<td>.10</td>
<td>.8994</td>
<td>.8995</td>
<td>.8996</td>
<td>.8998</td>
<td>.8998</td>
<td>.8998</td>
<td>.8998</td>
<td>.8998</td>
</tr>
<tr>
<td>.25</td>
<td>.8965</td>
<td>.8968</td>
<td>.8976</td>
<td>.8985</td>
<td>.8992</td>
<td>.8995</td>
<td>.8995</td>
<td>.8995</td>
</tr>
<tr>
<td>.50</td>
<td>.8861</td>
<td>.8872</td>
<td>.8891</td>
<td>.8937</td>
<td>.8968</td>
<td>.8981</td>
<td>.8981</td>
<td>.8981</td>
</tr>
<tr>
<td>1.00</td>
<td>.8569</td>
<td>.8480</td>
<td>.8574</td>
<td>.8710</td>
<td>.8840</td>
<td>.8901</td>
<td>.8901</td>
<td>.8901</td>
</tr>
<tr>
<td>2.00</td>
<td>.7219</td>
<td>.7023</td>
<td>.7151</td>
<td>.7527</td>
<td>.8015</td>
<td>.8302</td>
<td>.8302</td>
<td>.8302</td>
</tr>
<tr>
<td>3.00</td>
<td>.6001</td>
<td>.5271</td>
<td>.5065</td>
<td>.5370</td>
<td>.6090</td>
<td>.6643</td>
<td>.6643</td>
<td>.6643</td>
</tr>
<tr>
<td></td>
<td>.00</td>
<td>.9500</td>
<td>.9500</td>
<td>.9500</td>
<td>.9500</td>
<td>.9500</td>
<td>.9500</td>
<td>.9500</td>
</tr>
<tr>
<td>.10</td>
<td>.9496</td>
<td>.9496</td>
<td>.9497</td>
<td>.9499</td>
<td>.9500</td>
<td>.9500</td>
<td>.9500</td>
<td>.9500</td>
</tr>
<tr>
<td>.25</td>
<td>.9474</td>
<td>.9478</td>
<td>.9484</td>
<td>.9490</td>
<td>.9496</td>
<td>.9498</td>
<td>.9498</td>
<td>.9498</td>
</tr>
<tr>
<td>.50</td>
<td>.9394</td>
<td>.9409</td>
<td>.9432</td>
<td>.9459</td>
<td>.9480</td>
<td>.9489</td>
<td>.9489</td>
<td>.9489</td>
</tr>
<tr>
<td>1.00</td>
<td>.9082</td>
<td>.9120</td>
<td>.9202</td>
<td>.9305</td>
<td>.9396</td>
<td>.9437</td>
<td>.9437</td>
<td>.9437</td>
</tr>
<tr>
<td>2.00</td>
<td>.7950</td>
<td>.7902</td>
<td>.8079</td>
<td>.8114</td>
<td>.8801</td>
<td>.9014</td>
<td>.9014</td>
<td>.9014</td>
</tr>
<tr>
<td>3.00</td>
<td>.6584</td>
<td>.6114</td>
<td>.6095</td>
<td>.6490</td>
<td>.7185</td>
<td>.7670</td>
<td>.7670</td>
<td>.7670</td>
</tr>
</tbody>
</table>
4. Comparison of $E[S|D]$ and $E[S|IR]$ 

It can be seen that the expected size of the selected subset using any rule $D$ is given by:

\[ E[S|D] = \sum_{i=1}^{k} P_i \text{selecting the population with mean } \mu_{i,j} | D \]

So we shall first derive the expression for the probability of selecting the population $\pi_{(j)}$ with mean $\mu_{[j]}$ for the rule $D$. (Recall $\mu_{[1]} \leq \mu_{[2]} \leq \cdots \leq \mu_{[k]}$ are the ranked values of the mean vector $\mu = (\mu_1, \mu_2, \ldots, \mu_k)$.) Let $X_{(j)}$ be the sample mean (unknown) which is associated with the population $\pi_{(j)}$. Then

\[
P_{\pi_{(j)}} \text{ is selected | } D = \frac{1}{k-1} \sum_{i=1}^{k-1} X_{(j)} - \frac{t(P^*, \xi')}{\sqrt{n}} \]

where $\xi' = (\frac{1}{k-1}, \ldots, \frac{1}{k-1})$ for the rule $D$. Equation (4.8) reduces to

\[
P_{\pi_{(j)}} \text{ is selected | } D = \Phi\left( \frac{t(P^*, \xi')}{\sqrt{n}} \right) - \frac{1}{k-1} \sum_{i=1}^{k-1} \mu_{[i]} \]

where $\Phi$ and $\phi$ are the standard normal density and cumulative distribution functions respectively. In particular from (4.8) we obtain

\[
P_{\pi_{(k)}} \text{ is selected | } D = \Phi\left( \frac{t(P^*, \xi')}{\sqrt{n}} - \frac{1}{k-1} \sum_{i=1}^{k} \mu_{[i]} \right)
\]
From (2.3) we see that the constant \( t(P^*, \alpha') \) to carry out the procedure can be obtained by using (4.6) and solving

\[
\frac{t(P^*, \alpha')}{(\frac{k}{k-1})^{1/2}} = P^* \quad \text{for} \quad t(P^*, \alpha')
\]

which gives

\[
t(P^*, \alpha') = (\frac{k}{k-1})^{1/2} \gamma; \quad \text{letting} \quad \gamma = \phi^{-1}(P^*).
\]

Then using (4.5) in (4.3) we obtain

\[
P(CS|\overline{D}) = \phi(\gamma + (\frac{n}{k(k-1)})^{1/2} \sum_{i=1}^{k-1} (\mu_{[k]i} - \mu_{[i]}))
\]

From Gupta (1965) we have

\[
P(CS|R) = \int_{-\infty}^{\infty} \prod_{j=1}^{k-1} \phi(z + d + \sqrt{n} (\mu_{[k]j} - \mu_{[j]})) \phi(z)dz.
\]

Let \( \Omega' \subset \Omega \) be the space of mean vectors \( \mu' \) such that \( \mu' = (\mu, \mu, \ldots, \mu, \mu + \delta) \) where \( -\infty < \mu < \infty \) and \( \delta \geq 0 \). Then for \( \mu' \in \Omega' \) we have

\[
P(CS|\overline{D}) = \phi(\gamma + (\frac{k-1}{k})^{1/2} \sqrt{n} \delta)
\]

and

\[
P(CS|R) = \int_{-\infty}^{\infty} \phi^{k-1}(z + d + \sqrt{n} \delta) \phi(z)dz.
\]
Then using (4.1), (4.3), and (4.6) we have

\[ E[S|D] = \sum_{j=1}^{k} \tilde{\phi}(y + (n \frac{\mu_{[j]} - \mu_{[i]}}{k(k-1)})^{1/2} \sum_{i=1}^{i=k} (\mu_{[j]} - \mu_{[i]})), \]

Now from Gupta (1965) we have the expression for the expected size of the selected subset using the rule R

\[ E[S|R] = \sum_{j=1}^{k} \int_{-\infty}^{\infty} \tilde{\phi}(z+d+(\mu_{[j]} - \mu_{[i]})/\sqrt{n}) \varphi(z) dz. \]

Let \( \Omega' \subset \Omega \) be the space of all mean vectors \( \mu' \) such that \( \mu' = (\mu, \mu, \ldots, \mu, \mu + \delta) \) where \( -\infty < \mu < \infty \) and \( \delta \geq 0 \). Then for \( \mu' \in \Omega' \), we can write

\[ E[S|R] = \sum_{j=1}^{k-1} \tilde{\phi}(y - (n \frac{\mu_{[j]} - \mu_{[i]}}{k(k-1)})^{1/2} \delta/\sqrt{n}) + \tilde{\phi}(y + (k-1)^{1/2} \delta/\sqrt{n}) \]

and

\[ E[S|R] = (k-1) \tilde{\phi}(y - (n \frac{1}{k(k-1)})^{1/2} \delta) + \tilde{\phi}(y + (k-1)^{1/2} \delta/\sqrt{n}) \]

We desire values of \( \delta \) for which

\[ E[S|R] - E[S|D] \leq 0. \]
To do this we will find the common values of $\delta$ for which

\[(4.20)\quad \int_{-\infty}^{\infty} \frac{k-1}{\sqrt{n}} \varphi(z)dz \leq \delta \left( \gamma + \frac{k-1}{k} \frac{1}{\sqrt{n}} \right) \leq 0
\]

and

\[(4.21)\quad \int_{-\infty}^{\infty} \frac{k-2}{\sqrt{n}} \varphi(z)dz \leq \delta \left( \gamma - \frac{n}{k(k-1)} \right) \leq 0.
\]

Now

\[(4.22)\quad \int_{-\infty}^{\infty} \frac{k-1}{\sqrt{n}} \varphi(z)dz \leq \delta \left( \gamma + \frac{k-1}{k} \right) \frac{1}{\sqrt{n}}
\]

\[\leq \int_{-\infty}^{\infty} \frac{\varphi(z)dz}{\sqrt{n}} \left( \gamma + \frac{k-1}{k} \right) \frac{1}{\sqrt{n}}
\]

\[= \delta \left( \frac{\varphi(z)dz}{\sqrt{n}} \right) \left( \gamma + \frac{k-1}{k} \right) \frac{1}{\sqrt{n}} < 0
\]

provided

\[(4.23)\quad \gamma + \frac{k-1}{k} \frac{1}{\sqrt{n}} > \frac{d - 8\sqrt{n}}{\sqrt{2}}
\]

which yields

\[(4.24)\quad \sqrt{n} \delta > \frac{d - \gamma}{\sqrt{2} \left( \frac{k-1}{k} \right)^{1/2} - \frac{1}{\sqrt{2}}}
\]

Thus \((4.20)\) is satisfied for all $\delta$ as in \((4.24)\).

For the inequality \((4.21)\) we observe that...
\[
\int_0^\infty \frac{k-2(z+d)}{\sqrt{n} \delta} \varphi(z) \, dz - \Phi(\gamma - \left(\frac{n}{k(k-1)}\right)^{1/2} \delta)
\]

\leq \int_0^\infty \frac{1}{\sqrt{n} \delta} \varphi(z) \, dz - \Phi(\gamma - \left(\frac{n}{k(k-1)}\right)^{1/2} \delta)

= \Phi\left(\frac{d - \delta \sqrt{n}}{\sqrt{2}}\right) - \Phi(\gamma - \left(\frac{n}{k(k-1)}\right)^{1/2} \delta) < 0

\]

provided

\[
\frac{d - \delta \sqrt{n}}{\sqrt{2}} < \gamma - \left(\frac{n}{k(k-1)}\right)^{1/2} \delta,
\]

which yields

\[
\frac{1}{\sqrt{n} \delta} > \frac{\frac{d}{\sqrt{2}} - \gamma}{\frac{1}{\sqrt{2}} - \left(\frac{1}{k(k-1)}\right)^{1/2}}, \quad k \geq 3.
\]

Thus (4.31) is satisfied for all \( \delta \) as in (4.37). For \( k \geq 3 \) we have

\[
\frac{1}{\sqrt{n} \delta} < \frac{\frac{k-1}{k} \frac{1}{\sqrt{2}} - \frac{1}{\sqrt{2}} - \left(\frac{1}{k(k-1)}\right)^{1/2}}{\left(\frac{k-1}{k}\right)^{1/2} - \frac{1}{\sqrt{2}}}
\]

which gives the following result.

\[
E[S|R] < E[S|D], \quad \text{when} \quad \sqrt{n} \delta > \frac{\frac{d}{\sqrt{2}} - \gamma}{\left(\frac{k-1}{k}\right)^{1/2} - \frac{1}{\sqrt{2}}},
\]

Thus we see that the rule \( R \) yields a smaller subset size on the average than the rule \( D \) for all mean vectors \( \mu^* \) in \( \Omega \).
To show the existence of such a $d$, it remains to show that the right hand side of \((4.14)\) is a positive number. The denominator is positive if $k \geq 3$. Thus we need only show that

\[
\frac{2c}{(4.14)} \quad d - \sqrt{2} \gamma > 0 \quad \text{for} \quad k \geq 3.
\]

Recall that "\(d\)" is chosen so as to make

\[
(4.12) \quad \inf_{\Omega} P[CS|R] = \int_{-\infty}^{\infty} \frac{\phi^{-1}(z+d)}{\phi(z)} \varphi(z) \, dz = P^*\]

and "\(\gamma\)" is such that $\bar{\gamma}(\gamma) = P^*$. Now

\[
P^* = \int_{-\infty}^{\infty} \frac{\phi(z+d)}{\varphi(z)} \, dz = \frac{\bar{\gamma}(d)}{\sqrt{2}}
\]

which implies $d = \sqrt{2} \gamma$ when $k = 2$. But for $k \geq 3$, $\phi^{-1}(z+d) < \bar{\gamma}(z+d)$ for every $z$; hence if $d \leq \sqrt{2} \gamma$, then

\[
\int_{-\infty}^{\infty} \phi^{-1}(z+d) \varphi(z) \, dz < \int_{-\infty}^{\infty} \bar{\gamma}(z+d) \varphi(z) \, dz \leq P^*,
\]

a contradiction. Therefore \((4.12)\) is true for $k \geq 3$. (Go to top of p. 14)
Thus we see that the rule $R$ yields a smaller subset size on the average than the rule $D$ for all mean vectors $\mu'$ assuming the mean vector $\Omega'$.

configuration) except when $\delta$ is relatively small.

The table at the end of Section 3 gives the expected size of the selected subset for the rule $R$ at various values of $k$ and $\delta$ assuming the mean vector $\Omega'$ to be in $\Omega'$.

5. **Bayesian Approach**

A. Introduction and main theorem

In this section we will make the further assumption that each population mean is itself a random variable with a distribution $G_i$, $i=1,2,\ldots,k$.

The distribution $G_i$ is called an a priori distribution and $G = \prod_{i=1}^{k} G_i$ is called an a priori distribution on the parameter space $\Omega$. This is the so-called Bayesian approach to the multiple decision problem. And whereas the zero-one loss function (2.5) was used in the previous work we will assume here that the loss function is the so-called linear loss:

\[
L(S_j,\mu') = \sum_{q \in S_j} c_{jq}(\mu[k] - \mu_q)
\]

where $j=1,2,\ldots,2^{k-1}$ and $\alpha_{jq} \geq 0$, $S_j$ being a subset of the $k$ populations. This loss function is analogous to the loss function considered by Bahadur and Robbins (1950), Dunnett (1960), and Bland (1961) for the problem of selecting only one population. We then define the Bayes risk (overall expected loss, or average risk) of a decision procedure $D$ with respect to the a priori distribution $G$ as:

\[
B(D,G) = \int_{\Omega} \left\{ \int_{E^k} L(D,\mu') f(x|\mu') dx \right\} dG(\mu),
\]
where \( x \in \mathbb{R}^k \), Euclidean \( k \)-space, and \( f(x|\mu') \) is the product of the \( k \)-independent normal densities; with the density corresponding to \( \pi_1 \) having mean \( \mu_1 \), variance 1.

By Fubini's theorem we can write

\[
B(D,G) = \int_{\mathbb{R}^k} \left\{ \int_\Omega L(D,\mu') f(x|\mu') dG(\mu') \right\} dx
\]

and then let

\[
\psi_G(D,x) = \int_\Omega L(D,\mu') f(x|\mu') dG(\mu').
\]

An optimal rule is the so-called Bayes procedure and is defined as any procedure \( D^* \) such that

\[
B(D^*,G) \leq B(D,G) \quad \text{for any } D.
\]

It can be seen that \( D^* \) is Bayes with respect to \( G \) if

\[
\psi_G(D^*,x) \leq \psi_G(D,x)
\]

for every \( D \) at each \( x \in \mathbb{R}^k \). It is noted that condition \((5.3)'\) is sufficient but not necessary. Now each rule \( D \) after observing a vector \( x \) must select one of the \( 2^k - 1 \) subsets. Hence if at each \( x \) we compute the \( 2^k - 1 \) numbers

\[
\psi_G(S_j,x) = \int_\Omega L(S_j,\mu') f(x|\mu') dG(\mu); j=1,2,...,2^k-1,
\]
and select the smallest of these (or anyone of those that may equal the smallest), we then have a Bayes decision procedure with respect to the a priori $G$. That is, a Bayes decision procedure $D^*$ is defined by:

$$(5.5) \quad D^* = D^*(x) = S_j \quad \text{where } j \text{ is any positive integer } 1,2,\ldots,2^{k-1} \text{ such that }$$

$$\psi_G(S_j;x) = \min \psi_G(S_i;x): 1 \leq i \leq 2^{k-1}.$$ 

From looking at the loss function (5.1) one might intuitively feel that the Bayes procedure would select a subset consisting of only one population since only the one element subsets can make the loss function zero. We now state and prove this result as a theorem. Note that the theorem is stated in a more general framework than for the normal means problem. After proving the theorem and two corollaries, the exact Bayes procedure relative to some specific a priori distributions will be given for the normal means problem.

For convenience we adopt the following notation:

$S_j = \{\text{one element, population } \pi_j \}$ for $j = 1,2,\ldots,k$ and no explicit knowledge about $S_j$ for $j = k+1,k+2,\ldots,2^k-1$; $f(x|\mu^i)$ will be the product of the $k$-independent densities from which an observation vector (or matrix) $X$ is taken; each density being conditional upon a parameter $\mu_i$, $i=1,2,\ldots,k$.

$$(5.6) \textbf{Theorem:} \text{ In the loss function (5.1) let } \alpha_{jq} = \alpha > 0 \text{ for } j=1,2,\ldots,k. \text{ Let}$$
\[ a_q = \int_{\Omega} (\mu[k]-\mu_q) f(x|\mu) d\mu, \]

\[ a_{[1]} = \min\{a_q : 1 \leq q \leq k\}, \quad \text{and} \]

\[ b_q = a_q - a_{[1]}. \]

If \( a_{[1]} \neq 0 \), then a necessary and sufficient condition that

\[ \min\{\psi_q(S_j, \bar{x}) : 1 \leq j \leq 2^k-1\} = \min\{\psi_G(S_j, \bar{x}) : 1 \leq j \leq k\} \]

is that

\[ \sum_{q \in S_j} a_{q,j} \geq c^{-1/a_{[1]}} (\sum_{q \in S_j} b_q) \]

for every \( j=1,2,\ldots,2^k-1 \). If \( a_{[1]} = 0 \), then (5.6.1) is true.

**Proof:** First observe that using the notation of the theorem, we have from (5.4) that

\[ \psi_G(S_j, \bar{x}) = c a_{j} ; \quad j=1,2,\ldots,k \]

\[ \psi_G(S_j, \bar{x}) = \sum_{q \in S_j} c_{q,j} a_{q} ; \quad j+k+1,\ldots,2^k-1. \]

Next it is always true that,

\[ \min\{\psi_G(S_j, \bar{x}) : 1 \leq j \leq 2^k-1\} \leq \min\{\psi_G(S_j, \bar{x}) : 1 \leq j \leq k\} . \]

Hence (5.6.1) is true iff
\[(5.6.5) \quad \min\{q_i(s_j, x) : 1 \leq i \leq k\} \leq q_i(s_j, x)\]

for every \(j = 1, 2, \ldots, 2^k - 1\). Now from \((5.6.3)\) and definition of \(a_{[1]}\) we have

\[(5.6.6) \quad \min\{q_i(s_j, x) : 1 \leq i \leq l\} = c_{a_{[1]}}.\]

Thus \((5.6.1)\) is true iff

\[(5.6.7) \quad c_{a_{[1]}} \leq \sum_{q \in S_j} c_{j_q} a_{q}, \quad (j = 1, 2, \ldots, 2^k - 1).\]

Note that if \(a_{[1]} = 0\) then \((5.6.7)\) is clearly true and hence \((5.6.1)\) holds.

If \(a_{[1]} \neq 0\), we have condition \((5.6.7)\) iff

\[(5.6.8) \quad c_{a_{[1]}} \leq \sum_{q \in S_j} c_{j_q} (a_{[1]} + b_q)\]

which holds iff

\[(5.6.9) \quad (c - \sum_{q \in S_j} c_{j_q}) \leq (1/a_{[1]}) \sum_{q \in S_j} c_{j_q} b_q\]

iff

\[(5.6.10) \quad \sum_{q \in S_j} c_{j_q} \geq c \cdot (1/a_{[1]}) \sum_{q \in S_j} c_{j_q} b_q\]

for \(j = 1, 2, \ldots, 2^k - 1\), which is condition \((5.6.2)\) and thus completes the proof.
Remark: In general the quantity $a_q$ is difficult to compute and hence $b_q$ is not available. Thus the necessary and sufficient condition (5.6.2) is not too useful from a practical viewpoint. For this reason the following corollary is significant.

(5.7) Corollary Under the conditions of Theorem (5.6),

\[(5.7.1) \quad \min \{ \psi_G(s_j, \mathbf{X}) : 1 \leq j \leq 2^k - 1 \} = \min \{ \psi_G(s_j, \mathbf{X}) : 1 \leq j \leq k \}\]

if

\[(5.7.2) \quad \sum_{q \in S_j} \alpha_j q \geq \alpha \quad \text{for every } j=1, 2, \ldots, 2^k - 1.\]

Proof: In the proof of the theorem it was shown that (5.6.7) is necessary and sufficient for (5.7.1). But

\[\sum_{q \in S_j} c_{jq} a_q \geq \sum_{q \in S_j} \alpha_j a_{q[l]} = a_{q[l]} \sum_{q \in S_j} \alpha_j q \geq \alpha a_{q[l]}\]

using (5.7.2), which completes the proof.

The following corollary is the main result:

(5.8) Corollary: Let (5.1) be the loss function and let $\sum_{q \in S_j} \alpha_j q \geq \alpha$ for every $j=1, 2, \ldots, 2^k - 1$. Then the Bayes procedure with respect to an a priori distribution $G$ for selecting a subset containing the best of $k$-populations is given by:

$D^* = D^*(\mathbf{x}) = S_j$ where $j$ is any positive integer $1, 2, \ldots, k$ such that
\[ \psi_G(S_j, \bar{x}) = \min\{\psi_G(S_i, \bar{x}): 1 \leq i \leq k\}. \]

**Proof:** From (5.5) we see that the Bayes procedure is obtained from the \(\min\{\psi_G(S_i, \bar{x}): 1 \leq i \leq 2^k - 1\}\). But from Corollary (5.7), this minimum occurs among the first \(k\)-one element subsets; i.e.,

\[ \min\{\psi_G(S_i, \bar{x}): 1 \leq i \leq 2^k - 1\} = \min\{\psi_G(S_i, \bar{x}): 1 \leq i \leq k\}. \]

Thus the Bayes procedure is to select the one element subset which minimizes the quantity \(\psi_G(S_j, \bar{x})\) among the \(k\)-such numbers. This completes the proof.

**Remark:** The following are three examples of loss functions for which Corollary (5.8) is true. Note: \(|S_j| = \text{number of populations in the subset } S_j.\)

(i) \(L(S_j, \mu') = \sum_{q \in S_j} (\mu_{[k]} - \mu_q), \text{ sum of losses.}\)

(ii) \(L(S_j, \mu') = \frac{1}{|S_j|} \sum_{q \in S_j} (\mu_{[k]} - \mu_q), \text{ average loss.}\)

(iii) \(L(S_j, \mu') = (k+1-|S_j|) \sum_{q \in S_j} (\mu_{[k]} - \mu_q).\)

**B. Normal means problem with specific a priori distributions.**

We will consider the normal means problem and give the Bayes procedure for selecting a subset when the a priori distribution is: (1) normal and (2) uniform. These procedures are the same as those for the problem of selecting the best when the loss function is:

\[ (5.9) \quad L(S_j, \mu') = \mu_{[k]} - \mu_j; \quad j = 1, 2, \ldots, k. \]
and hence the derivations of these procedures will be given as part of a later publication. A loss function of the form (5.1) satisfying Corollary (5.8) is assumed.

(1) $g_i$ is normal with mean $\lambda_i$ and variance $\beta_i^2$.

The Bayes procedure $D^*_k$ given by Corollary (5.8) says:

Select $\pi_j$ such that

$$\frac{n\beta_i^2 x_i + \lambda_i}{1 + n\beta_i^2} = \max_{1 \leq i \leq k} \left\{ \frac{n\beta_i^2 x_i + \lambda_i}{1 + n\beta_i^2} \right\},$$

where $x_i$ is the sample mean of $n$ observations.

(2) $g_i$ is uniform on $(\lambda_j - d_j, \lambda_j + d_j)$.

The Bayes procedure $D^*_k$ given by Corollary (5.8) says:

Select $\pi_j$ such that

$$\frac{\varphi(\beta_j) - \varphi(\alpha_j)}{\varphi(\alpha_j) - \varphi(\beta_j)} + \sqrt{n} x_j = \max_{1 \leq i \leq k} \left\{ \frac{\varphi(\beta_j) - \varphi(\alpha_j)}{\varphi(\alpha_j) - \varphi(\beta_j)} + \sqrt{n} x_j \right\},$$

where

$$\alpha_j = \sqrt{n} (\lambda_j - d_j - x_j),$$

$$\beta_j = \sqrt{n} (\lambda_j + d_j - x_j),$$

and

$x_j$ being the sample mean based on $n$ observations.
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